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Executive Summary

This document (D4.8 Methodological guide for muatincern assurance (b)) is the findéliverable
associated with the AMASS Task #ethodological Guiel for Multi-ConcernAssurance, which provides
information about how to us¢he AMAS3/ulticoncernAssuance approach. This is the finadrsion andt

is based on the functionalisupported by the third prototype (P2f the AMASS platform.

This deliverable isonceived as an updatef the previous version (D4.7 Methodological guide for multi
concern assurance (a)), which was delivered as a confidential document.

This document focuses atme techniques developed in WPZhe guide targeta diversified audienge
mainly composed of process engineassurance engineeend development engineers.

Totry to make the document sekcontained, first background informatiorregarding the AMASS multi
concern conceptss given Second the AMASS multiconcern vision is recall€dird the potential of the
tool-supported approach is illustratedia a series of workflowliagrams Fourth, the fundamental
functionality of the tools supporting the execution of the workflews recalled Firally, usecaseoriented

scenarianstantiations are used to further refine such guidelines.

To have a more general overvieegarding theAMASS approach including the methods and techniques
provided by other WPs, the reader is referred to DP12] as well as D3.87] and D6.8[8], which
respectively provide guidance fthe AMASS Architecturdriven approach and for the AMASS crcmsd
intra-domain reuse approactD2.5 also includes a user manual, which contaetiled descriptios of
how to usethe specific functions

3 The sections modified with respect to D4.7 have been marked with (*), then the details about the differences and
modifications are provided in AppendixBocument changes with respect to D4.7 (*)
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1. Introduction (*)

Embedded systems have significantly increased in technical complexity towards open, interconnected
systems. The rise of complex Cybdrysical Systems (CPS) has led to many initiatives to promote reuse and
automation oflabourintensiveactivities such athe assurance of their dependability. The AMASS project
builds on the results of two largecale projects, namel@PENCCE26] and SafeCef25]. These projects

dealt with the assurance and certificationf softwareintensive critical systems using incremental and
modetbased approachedBoth projects focused on compositional argumentation, however, neitteat

with multiple concerns. Moreover, while the SafeCer approach was more detailed with respggstem
modelling, OPENCOSS was more detailed with structuring of the assurance case. Since the two approaches
are complementary, in AMASShas beendecided to combine them and further refine them

More specifically SafeCer developed a genefitocess model given as the commonality within a
configurable process lindMethodological guidelines fahe EPF Composdrased Safetypriented Process
Line Engineering (SoPL&)] were also developedThe AMASS project consolidates and exteBdBLEo
enable capturing the muHiaceted nature of assurance and thus contributing to the medicern
assurance approaciihe AMASS project also combines itwlie OPENCOSS solutions for managidfi-
concern compliance.

OPENCOS#aborated solutions foassurance casstructuring (i.e.vocabulary and structured expressions
used in the assertions included the argumentation, as well as the composition afghenents when they
were provided by different supplieysbut the connection withsystem modellingwas not in focus
Furthermore, theassurance casgid notconsider multiple concerns and how to account for their interplay.
Hence, in AMAS$he compositimal approach forassurance casetructuring, properly connected with
system modelling, and extendddr multi concern assurangéas been targeted

SafeCer also developed a generic component model and cosiesetd verification techniques for
compositiond development and certification of CPS. These have been integrated in the CHESS tool support
[27]. The AMASS project consolidates and extends such support with a wider ramgenofconcern
focusedanalysis techniques for the system architecture and combines it with the OPENCOSS dolutions
building an assurance caske resulting Architecturdriven Assurancapproach (designed in CB[6]) is

in D43 [3], further extendedfor: multi-concerrs (in particular, the interplay between safety and security

in focuy; and reuse of multi-concern architectural patterns Moreover, the approachexploits tool
interoperability mechanismgdesigned in D3. [9]) to interact with external tools formulti-concern
modelling and analysis support.

Figure lprovidesa general overview of the AMASS Scientific Technical Objectives (STOs) and how they are
implemented in the AMASS project by specific Work Paeké@/Ps)This deliverable defines the guide to

be followed to apply the Muliconcern assurance approadeveloped in WP4AThe methodological guide
describes how to use the AMASS tools with help of examples and detailed process steps. The workflow is
presented with the aid of activity diagrams or sequences ddadollowed steps. The steps are meant to

give an example of usage of the tool trying to cover all relevant features.

H2020JTIECSERO15# 692474 Pagellof 124



D4.8V1.0

Independent Assessment

Certification Safety/éécurity

Liaison Assessment

Component Supplier

————————————————
Component  Module Assurance
AMACC DlatfArm Ragic Bmldlng Blocks Release Case Development

WP5 WP6
- Common Assurance &
System Component Assurance Case Ewdence Compliance Certification Metamodel
Specification Specification @ Management §  Mar (CACM) Product Engineering

Design Validation &
Verification

Development Quality
Management

Seamless Interoperability (STO3)

Figure 1. Assurance Case Specification &malti-concern Assuranda relation o other AMASS Prototype P2
building blocks

This deliverable, firstprovides an overview of the key concepts, suchcastractbased multiconcern
assurancedependability assurance modelling, and system dependabiligssessment and analysien,

it explainswhat MulticoncernAssurance means, the role of the key concepts in the approach, and how the
AMASS platform supports. iThe core of this deliverablgescribes theworkflowsto enact Multiconcern
Assurance detailing theactivities to be conducteénd how to use the tool support. The workflewre
presented by means of activity diagrams or sequences of steps to followet adetailed explanation
about the different optionsthe user may refer to the user manuaicluded in D2.$12]. Finally, he guide

uses simple case studies to concretely describe the approach.
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2. Multi-concern Assuranc@®verview

This chapter provides an overview of the muatincern assurance approach. To do thassential
information is recalledfirst, background information belonging to the solution spatten the vision and,
finally, the main functionalities of the individutools composing the AMASS platform and playing an active
role within WP4,

2.1. Background

The purpose of this section is to recall fundamental concepts in order to make the documesdrgeihed
and enable the understanding of the guidéne presentation bthe concepts builds on top @4.3[3].

2.1.1. Contract BasedJulti-concern Assurancg)

The spine of an assurance case is represented by théeta@b requirements and goals that should be met

by the system, and the evidence supportitige confidence that those requirements are met. Typically,
those toplevel requirements are decomposed based on the system architecture so that assurance of the
decomposed requirements supports tégvel requirementsto fulfil dependability properties asystem

level Confidence in the requirements decomposition needs to dmsured to use the decomposed
requirements also for the assurance of the figvel requirements. Assumptieguarantee contracts can
assist in increasing confidence in both requiremeanrtd their decomposition.

This decomposition of requirements to ensure the system level assurance is also reflected in the system
assurance casdn D4.3[3], a proposalfor the multiconcern assurance case structusmas made The
system is assured for multiple concerns such that a set of system goals is developed for all the different
concerns. Téa system goals are supported by the system requirements developed for all the different
concerns. The concefspecific system goals are supported by the requirements specific to different
concerns (safety, security, performance). Interplay of the concemall the levels where cross concern
trade-off occurs (goals, requirement and components) is handled in the tofidargument module as
shown inFigure 2
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Figure 2. Multiconcern assurance case structure proposal

Considering allocation of requirements over the system architecture, contracts on the architecture
elementsare definedto correspond to the requirements allocated to those elements. aSsumption
guarantee contract can be used to fornsalia requirement such that the contract guarantees forseathe
requirement by describing the behaviour of the element that implements the requirement, while the
contract assumptions capture the condmi® under which that behaviour is exhibited. Provided that the
assumptions hold in a particular system, then the guarantee also holds, hence the corresponding
requirement is met by the element in the given system. Requirement decomposition is captutbe by
contract refinement specification. Just as a requirement may be decomposed to a set of (sub)
requirements, the contract of an element can be refined by a set of contracts of thelsatents.

The ontract refinement analysis can be used to increasefidence in the requirements decomposition as
well as to assure that a particular contract/requirement holds in the given system. To assure that a
requirement is satisfied with sufficient confidendeis necessary to argue about:

1. Is the contract or aet of contracts correctly formading the requirement?

2. Can the inputs in the refinement analysis (i.enthe contracts themselvebke trusted?and more
precisely carthe corresponding elemerte trusted tobehave according to the guarantees given
the assimptions)be trusted? and

3. Canthe outputs from the refinement analysis (i.e., can the tool itselfbe trusted be trusted?

Assuring these aspects allows the outputs from the contract refinement ansdylsésusedo support both
requirements decompositin and requirement satisfaction. The first point may be addressed for example
by inspection of the requirement and the corresponding contract guarantees, while testing or simulation
can be used to support the second aspect. The third aspect may be addliiegserification of the tool
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and methodology used for contract checkiridhe last aspect is related to the tool qualification activities
and the level of confidence put on it.

Considering that each requirement may be related to one or more diffecenterns such as safety and
security, assurance of different contracts supports assurance of those concerns related to that contract.
Furthermore, as the contracts connect additional information to the requirement in terms of assumptions,
the contractbasad assurance supports identification of interactions of those forsable requirements
across concerns. Dependency, conflicting as well as supporting relationships between elements and their
concernspecific requirements can be highlighted through contfdaased assurance.

2.1.1.1. ContractbasedTrade-off Analysis inParameterizedArchitectures

Parametrized architecturess defined and developed in WP3, provide the meanarntalysethe system
architecture in different configurations. Each configuration may enalidable some components, ports,
connections, and contracts. Different configurations can dmalysedand compared with respect to
different aspects: contract refinement, satisfaction of formal properties, fault tolerance, minimal cut sets,
reliability measures. Such an approach was for example followed in the analysis of different configuration
of the next generation of air traffic control desigm5].

Comparing the different configurations allows the designer to perftnade-off analysisand desigqh space
exploration Architectural choices are supported by the mentioned analysis results. In particular, the choice
whether adding or removing a function (represented by a block or by a contract), enabling or disabling a
redundancy, or other similar chges is supported by checking which functional and -hurctional
properties hold in the different configurations. This trad analysis is enhanced by the information about

the concern addressed by the different properties and contracts: the analysiddeoa direct way to
evaluate the impact of the tradingff architectural elements on the multiconcern represented by
properties and contracts.

2.1.2. Dependability Assurance Case Modelling

As it was recalled in D4[2], originally, when the necessity of demonstrating safety management emerged
[58], the conceptof safety casavas introducedDecade after decade, this concdms evolveal to include
other properties such as security, performancepnformance, trust, etcNowadays, the concept of
Assuranceaseis usedo refer to a case that covers antitical property to be assured

AnAssurance Cage a set of auditable claims, arguments, and evidsieceated to support the claim that

a defined system/service will satisipmeparticular requirementg57]. Assurance cases use a structured

set of arguments and a corresponding body of evidence to justify that a system satisfies specific claims with
respect to its properties (i.e. safety, secwriteliability, availabilityetc.).

With Dependability Assurance Case modelliagvantages of two main conceptre taken On the one
hand the compositional argumentation andn the other hangthe power of argumentation applied on
dependability.

Compositional argumentatiomeans to deal with the challenge of complexity and length of the assurance
cases. By adopting a modular, compositional, approacth&assurancecase construction it may be
possible to:
9 Justifiably limit the extenof the assurancecase modification and revalidation required following
anticipated system changes.
 {dzLLI2 NI o6l YR 2dzaGAFTeé o SEGSyasshrangeasel YR Y2RATFAOL
9 Establish a family aiissurancecase variants to justify thdependabilityof a ystem in different
configurations.

This approach establishes a modular and compositional constructioradeurancecases that has a
correspondence with modular structure of the underlying architecture. As with system architethere
assurance engineeshould establish interfaces between the modular elements of #esurance @fety,
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security, conformance..jyistification such thathe assurancease elements may kedequatelycomposed,
removed and replaced. Similarly, it will be necessary to estatlistassuranceargument infrastructure
required in order to support modular reasoning.

In order to provide assurance of the system to carry out its intended function in its intended context, the
relationships between théependabilityaspects of the systeth & TS & > a S O diveddéciBions DI A €
made during the development of the system to accommodate thena the effects of these decisions and

any other concerns which they impact (in this case, maintainability, performamncepotentially security)

have to be recorded

Assurance cases are not a fixed document but rather a living docymsbénney Pai and Habli prosed

in [73], dDynamic Safety Cageshould be targetedArtefacts shouldbe checked, validated and updated
based on actual feedback da/ith this conception of dynamic assurance caseAMASShe need foran
explicit notation that shows that a claim has an impact gassure, to dismiss or no impact) in another
claimhas been identifiedMore specificallythe following relationships betweedependability properties
in the assurance cadeave been identified

Dependency relationshiprhe claim A of one attribute depends on the fulfilment of claim B of
another attribute. For example, a fahfe claim of attribute safety depends on the claim that the
safety instrumentation system is not tampered of attribute security.

Conflicting redtionship The assurance measure of attribute A is in conflict with the assurance
measure of attribute B. For example, a strong password or blocking a terminal after several failed
login attempts for security conflicts with the emergency shutdown for gafBesolution of such a
conflict need to be noted in the Assurance Case.

Supporting relationshipThe assurance measure of attribute A is also applicable to assurance of
attribute B, such that one assurance measure can be used to replace two separatéf tmes
attributes are considered and addressed individually. For example, encryption can be used for
both: for confidentialityin terms of securityand to check data integrityegarding safety This
means two goals can be addressed by one argumentation.

Another challenge that security experts need to face is the temporary effectivity of the assurance decisions.
As security threats evolve in time, as attacks improve, the security mechanisms put in place need-to be re
assured after some time. Assurance casesd to be checked periodically to ensure that evidence used to
support the safety and security propertiesstill valid[60] and if not, provide an impact analysis and modify

the system to ensur¢hat the vulnerabilities ee mitigated and/or avoided. Assurance cases should not be
seen as a static tool but rather as a dynamic and living mechanism that supports safety andy securit
responsible duringhe impact analysis task.

2.1.3. Procesgelated DependabilityCoassessment

To achieve a fully functional automated car, car manufacturers are constantly increasing the complexity of
the functions. Developers of these vehicles have to deidth functional safety on the one hand and
cybersecurity on the other hand. In that context, cybersecurity gets more and more important because
automated driving needs information transfer from outside of the vehicle, e.g. between vehicle and
environment (5 & ¢ 2\RRCOZ YY dzy AOlI GA2Y €0 @

This subsubsection presents the concept ofeagineering and how it could be implemented via Security
informed Safetyoriented Process Line Engineering (SiSofAd) supported by the integration of EPF
Composer (shortened EfF[18] and BVR TodR4]. Ceengineering supports the combination of cross
concern activities to a joint process. This method is used during process developmefRigisee 3 and
supports Proceseelated Dependability CGassessmentDifferent domains like automotive and avionics
have different requirements, which lead to different processes and workflows. From another perspective,
processes often deal with similar concerns like functional safety, cybersecurity and other -geialiéd
concerns. This point of view makes clear that many methods are useable in different realisations in various
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domains. Product developers follow welkfined domain specific processes and workflows, which should
cover a wide spectrum of concerns.

The inteaction between functional safety and cybersecurity methodologies has to be defined
a2aidSYl (A OlSedutity@o9!y AG{/ISBSARAY 3¢ | LILINB I OK iedcanceiniag 60 S 2
this approactbelongtoll KS o6f 201 at NP OSaa RS ST NILYSa/AINiguk 3 SINKGBA
The approach compares relevant standards, for example 1ISO 26262 for functional safety in the automotive
domainand SAE J3061 for cybersecurity in vehicle systems and identifies commonalities and variabilities of
those standards.

Note: The successor to SAE J3061 is under joint development between ISO and SAE, which is called
ISO/SAR1434- Road VehiclesCybersecurity Engineering.

After identification of relevant standardghe framework leads via process development to process
management. Additional compliance management and argumentation management is considered. The
following subsection regards only-emgineering which is part of process development.

o

Process '
framework { Identify relevant }

regulations and
standards

!

<
Process
development )

Process
management

Assurance

[NO] { argumentation

management

Compllance
management

Process is compliant
with regulations
[Yes] and standards

o)

Figure 3. Process framework overview

Standards allow flexible but thoroughly justified interpretations and cussatitins, which can be modelled

as variabilities. Differences between project specific processeschwarise through instantiation of
identical base processes may be interpreted as variabilities. Variable activities can be managed with the
methodology shown in Sectio8.3.2 - BVR Workflow To deal with commonalities based on a- co
engineering approachwe must define two types of commonality. The first definition is related to the
Safetyoriented Process Line (Sof&)], which deals with single concegncross domain processes. In this
case, common activities are identified in different domains (e.g. functional safety in the automotive and
industrial domain).

For cross concern topics, we have to extend the primary definition of single concern commonhiadity
AYyiGSyiGAz2y A &-engiBeeringrdctiviledyand ddal witDriability in a way that makes elaborated
processes reusable. Activities in cross concern applications, whishbe executed in any case, are called

safety security cengineeringt OG0 A GAGAS&a AyadadSIR 2F aAay3atsS 02y OSNY
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that co-engineering activities do not necessarily contain common actiyibas they lead to a common

goal. Wemust make sure that ceengineering guarantees interaction betweenfdient concerns, in our
example safety and security related activitieBhis interaction guarantees functional safety at the
demanded level, and it makes sure that cydsecurity issues are considered (in our example based on ISO
26262 and SAE J3061). S¥8B61 risk levels quantify the risk of successful cyberattacks. Risk levels are
RSNAQGSR olFaSR 2y al GidlF O]l LRGSYGALFf S ab Gal O1 LINRO
criterion that indicates the risk that functional safety carspibly be levered out by an attacker in certain
circumstances.The task is to combine two different concerns, which apparently may be considered
independently, but they are not. In our frameweorlactivities concerning functional safety and
cybersecurity a& considered in joint activitiesn the concept phasdSO 26262 demands thtie activity
Hazard Analysis and Risk Assessment (HAMRA)be performed. A process, whidieyond safety also
considerssecurity, hasalsoto perform Threat Analysis and RisksAssment (TARAJhat processmust
consider thepotential dependencebetween HARA and TARAd has toperform these twoactivitiesin
parallelbut intertwined.

Safety engineer and security engineer are different roles performed by different persordepadding on

the role the safety or security activities will be executed. However, in this approach both roles need to be
synchronized and exchanging information between teams. One of the activities that should be executed in
combination is aalysis approehes like Systertheoretic Process Analysis for Security (SSR&)[31] for
concept phase and Failure Mode, Vulnerabilities and Effects AnalyBidE@)]32] for system level are able

to identify interdependence between functional safety and cybersecurity. Identification of hazards and
potential causes is an indispensable presupposition for aaadesecure system. Whaustidentify hazards

and threats from both areas because insufficient controls can lead to unsafe control actions, independent
whether the cause is related to a hardware fault (classic safggnted view) or to a security issue |
some cases, we will identify cybersecurity risks, which influence onhsafety areas (e.g. privacy) but
they are out of scope from our safety perspective. Sec@dm4provides additional information concerning
co-analysis methods.

The interest is to define measures, which are appropriate to mitigate any identified risks. The co
engineering approachmustcover hazards, which arise due to the combination of safety and security risks.
As a consequence, we need to perform a safety and secur@nalysis, which should guarantee that we
identify any additional potential hazards, which would stay undiscovéredly one discipline is examined

in an isolated way. To make sure that measures from competitive disciplines do not influence each other in
a nan-admissible waywe have to consider a tradeff in the risk reduction measures. In other words,
developershave to decide how much impact is allowed for each single safety and security measure. A
metric has to be developed as an aid to find out the balance and as an argument why a specific safety
security constellation has been chosen. Finally, all arguments t@abe collected in the assurance case,
which covers the integrated and harmonized safety and security ¢tasn assessment, which deals with
safety and security, evidence is needed to argue why the tadtlbetween safety and security confoem

with standards from both domains.

The tool EPE is used to model the safety and securityecgineering process and the tool WEFACT is used
to execute the process workflow and gather all the required evidences for the argumentaticexample
which shows howtte two tools are used can be found in DIBB

2.1.4. SystemDependability CeAnalysis

Coanalysis covers a wide range of methods and techniques to identify safety hazards and security threats,
which are often the activities in the early stage of a product/system development lifecycle, e.g. in the
requirements engineering as well as the dgsphase. These analyses are also regarded as approaches to
risk assessment, because the goal of the analyses is often to identify safety and security risks.

In the context of the AMASS projeatore precisely in the context @4.3[3], the following methods were
identified as a initial reference for ceanalysis:
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1 The SAHARA method, which combines the automotive hazard analysis and risk ass@ds&Rént
with the security domain STRIDE approach to quantify impacts of security threats and safety
hazards on system concepts at initial concept phase.

1 The FMVEA Method, which was developed in the context of the ARROWHEAD [5@jjectd
extends the established Failure Mode and Effect Analysis with security related threat modes.

These two methods are expected to be further developed during thed titeration of the AMASS
prototype.

Besides these methods, additional two methods will strengthen the AMAS®&lgsis approach:

1 The joint analysis performed via fault trees and attack trees conducted via Safety Arfhifeets
well as the security analysis performed via the EBIOS (Expression des Besoins et Identification des
Objectifs de Sécurité Expression of Needs and Identification of Security Objectives) method
conducted via Cyber Architeft5] . Theresultsof these analyseare expected to be ehanged
with the AMASS platform.

9 Failure Logic Analysis via Concertofd44, which is a result of the EU ARTEMIS CONCERTO project
[88] andwas extensively recalled in 344] as well as in D4.@A1].

2.2. Vision

The core vision of the AMASS Multicentassurance consists of the exploitation of

(1) Synergies between safety and security (among other dependability properties), as it was discussed
in [55]. Such synergies offer clear opportunities co-assessment and eanalysisin AMASS, co
assessment is enabled via the integration of an open source process engineering tool and a
variability management toglplus explicitly indicate equivalences between activities, artefacts and
requirements inthe standardsCaanalysis is enabled via a combination of oenirce and non
opensource analysis techniques, which are expected to adfferent advantagesand tradeoff
capabilitiesand evidence.

(2) Contract-based approaches for compositional assuraneseloped in OPENCOSS and SafeCer
These approaches, which were extended inI)3] and partially implemented in D&[11], include
a multiconcern perspective enablinthe decomposition of theequirements(relatedto different
concerns)onto the architecture componenisthe semiautomatic derivation ofanalyss results
from the architecture; the definition of safetysecurity/multi-concernconcept with mitigation
mechanisms on top of the architecture

2.3. Tool Support Overview

The tool support is based on a collection of Eclipse plugins that provide the different functionalities
necessary to perform théMulticoncern Assurance Approach. In particular, it includ&PF Composer
pluginsto model the processes representing e.g.,edafand or security plan®?apyrus plugingo model

SysML diagramsCHESS plugin® design and perform different moddlased analyses, an@penCert
pluginsto create and link assurance argument fragments. These plugins are part of the AMASS platform,
which provides the user a single user interface hiding the complexity of the underlying tool architecture.
The AMASS platform interacts with external backend tools to provide analysis r@suBsfety Architect
Papyrus for Safety and Security Engineeramgl, FMVE)or to execute the process plafd/EFACT)

Except for FMVEA and WEFAQGE, following subsections recalhly essential information regarding the
main functionalities implemented within the different tools. A more extensive description of the tools was
given inD4.3[3]. Concerning FMVEA and WEFA@3tead,sincea new version othese toolsis in the
process to be released more detailed information is provided to enable the reader to havemore
concreteidea of the potential of the coming support.

H2020JTIECSERO15# 692474 Page20of 124



@ AMASS Methodological guide for multiconcern assuranbg D4.8V1.0

2.3.1. CHESS

CHESS Eclipse Polarsys prdj@g){27] provides support for system and software modelling, analysis and
implementation The CHES#odelling languagédCHESSMt)s implemented as a profile of UML, SysML
and MARTE modelling languag€HESSML suppodsmponent, contracbased design anthe modelling

of timing anddependabilityconcerns Analysis support imade availabldy using the information provided
within the model andby providing seamless integration wittools for dependability analysis like
Concertd-LA for failure propagatiorisee 2.3.1.) and multi-concern fault tree analysigsee 3.5.3,
xSAP/OCRA for fault tree analysis, conttzted analysis, like OCRA, and timing analysis, like MAST
Regarding software, the specific CHESS methodol@8y for software modelling analysis and
implementation is supportedby offering a model driven approach with code generation facility (currently
Ada is supported as taetjlanguage).

2.3.1.1. ConcertoFLA

The AMASS platform, via inclusion of CHESS toolset, also includes the plugin which implements
ConcertoFLA, a technique for qualitative dependability analysis. Bjoeeifically this plugin retrieves the
dependabilityrelated information pehaviourof the components in the presence of faults) and expliit

to calculate the behaviour at system level. The analysis results are therplgmhgated and annotated on

the original model.

2.3.2. OpenCertcAssurance Case Editor

This featuremanages argumentation information in a modular fashion. Assurance cases are a structured
form of an argument that specifies convincing justification that a system is adequately dependable for a
given application in a given environment. Assurance casemadelled as connections between claims and
their evidence.

During the safety argumentation phase the assurance case editor is used to define an argumentation model
using the GSN graphical notati¢s]. Argumentation deals with (a) direct technical arguments of safety,
required behaviour from components, (b) compliance arguments about how prevailing standard has been
sufficiently addressedand (c) backing confidence arguments about adequacy of arguments and evidence
presented (e.g. sufficiency of Hazard and Risk Assessment).

It also includes mechanisms to support assurance patterns managemch offer the possibility to take
advantage breusingbest practices. The argumentation editor is able tause predefined patterns just by

GRNJ 3 YR RNRLXE (KS LISimilafy Nideviolsy icrdated dgbmeatanhdulésyeah bé NS |
AyOf dzZRSR Ay GKS | Oldzf. RAFAINIY 2dzad o6& GaRN}Y3 FYyR

2.3.3. FMVEA®)

A newbrowserbasedFMVEA toohas been developed recently (spring/summer 2018) eravailable in
the third iteration of the AMASS platfor(RP2)

FMVEA extends the wetitroduced FMEA by security aspects and can be used in those phasies of
lifecycle where a semgjuantitative FMEA is applicable. This applies first to the concept phase where the
traditional safetyoriented HARA Hazard Analysis andRsk Assessment) can be enhanced by the
assessment of security risks (TARFhreat Analysisand Rsk Assessment) when FMVEA is used. Further,
FMVEA is beneficial in later development phases when an architectural or a design choice has been taken,
or a concrete implementation is in place, and the resulting system is tanbé/sedin more detailwith

respect to safety and security risks. The goal can be to verify that the designed or implemented safety
functions and security controls satisfy the previously stated safety and security requirements, or to detect

4 https://www.polarsys.org/chess/publis/CH ESSMLprofile.pdf
S https:/mast.unican.es/
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additional risks resulting from the norete design or implementation that have not yet been identified in
the early HARA/TARA phase.

FMVEA¢ Failure Modes, Vulnerabilities and Effects Analysis is a method developed since 2014 for
supporting a combined safety and security analysis. The mettiesl to cope with the problem that the
risk of safety threats can be calculated as a quantitative value based on the stochastic failure probability,
but there is no comparable numeric value that can be given for security hazards because many existing
vulnerabilities are yet unknown and there is no analytic method available to determine the attack
probabilities¢ criminality is not really predictable. FMVEA therefore adds a traditional -gaamtitative
aSOdzNRGe aasSaaySyd I LILINRdassKcationy/schérBe, ® the daSsi® dafely (i Q a
oriented method FMEA (Failure Modes and Effects Analysis). STRIDE considers the following security threat
mechanisms (whosmitials form the acronym STRIDE):

1 Soofingof user identity
Tampering
Repudiation
Information disclosuregrivacy breactor data lealy
Denial of servic€D.0.S)
1 Bevation of privilege

= =4 =4 =4

Figure 4shows the FMEA process (white) extended by the secrelgted aspects (green)
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Figure 4. Securityoriented FMVEA elements complementing FMEA

= Risk

For each Threat Mode, experts assess System Susceptibility and Threat Properties by essiemaiting
guantitativevalues for related attributes:
1 System Susceptibility is the sum of:
0 Reachability (1 = no network, 2 = private network, 3 = public network)
0 Unusualness (1 = restricted, 2 = commercially available, 3 = standard)
9 Threat Properties is the sum of:
0 Motivation (1 = opportunity target, 2 = mildly interested, 3 = main target)
0 Capabilities (1 = low, 2 = medium, 3 = high)
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1 Attack Likelihood is the sumf &ystem Susceptibility and Threat Properties; this yields values
between 4 and 12 and is a sequantitative indicator for the attack likelihood.

The FMVEA tool realizes a partly automated implementation of the FMVEA m@®pdasically, FMVEA
takes the FMEA approach and complements it with security by analysing, in addition, threats and
vulnerabilities of the item under consideration.

The FMVEAool interfaces with the AMASS platform on the one hand with the SysML model provided e.g.
with Papyrus, and on the other hand with the created safety and security requirements via ReqlF format,
which can be imported in the AMASS platform. More detailsualihe integration and thenterfacing
platform can be found in D4[@1].

Figure 5shows the FMVEA model editor user interface.

FMVEA  Editor Rules Analysis

Create Environment Create Node Create Port Create Connection

Node: node6

~
( ame e <)
=

-
( Type == physical mj
.

~
( criticalData == true m

Add Property

Figure 5. User Interface of th&MVEA model editor.

It is possible to edit the model within the FMVEA tool or, alternatively, to reuse a model from the AMASS
platform created e.g. with Papyrus, and enhance it with the respective dependability properties in the
FMVEA tool. After the modehstances of the system including these properties are ready, Hrey
analysedwith respect to safety and securiaind savechgainin this scheme.

Efficient security analysis can be obtained using apmgulated threats database, which allows semi
automatic security analysis. Similarly, a seantomatic safety analysis is supported when a predefined
failure database is usedtrespective of whether automatic or manual analyses have been chosen, FMVEA
allows extending the model according to the resulting combined set of safety and security requirements
and storing itg via the SysML interfacein the AMASS platform instance.

2.3.4. BEPF Composeand BVR Tdo

The Eclipse Process Framework (EPF) Com{#8jes an integrated development environment which is

built on top of the Eclipse platform and works as a stat@he application. The EPF Composer provides a
processmanagement platform based o8PEM19] for authoring, maintaining and sharing development
process frameworks between the various stdi@ders of the software development orgaation. The
outcomes of processes, which are represented in the EPF Composer as work products, provide evidence
supporting process and product argumentation. This provides a means {fengioeering of safety and
cybersecurity analysis, development andamentation.

As it was recalled in D&[10], BVR (Base Variability Resolutid6)l] is a language built on top of CVL
(Common ¥riability Language]62] to enable variability modelling in the context of the engineering of
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families of safetycritical systems. BVR is a result of the VARIES pif6gictThe specification of the BVR
meta-model is given in VARIES D43

BVR enabke orthogonal variability management for any model (called Base model) instance of a Meta
Object Facility (MOFjompliant metamodel. BVR supports the modelling of: feature diagrams, resolution,
realization and derivation of specific family members, as altheir analysis. Variability engineers create
three kinds of models:

1 VSpec models are an evolution of the FeatOGmented Domain Analysis (FODW®p]. More
specifically, VSpec extends FODA by including additional concepts such as variables, references and
multiplicities. Constraints by using the Basic Constraint Language (BCL) canaalded& specify
crosscutting constraints that constrain inclusion/exclusion within a subtree based on choices on
other subtrees. The grammar of BCL is given in Appendix 8{114.

1 Resolution models, which specify the desired inclusion/exclusion choices for the specific
configuration/resolution. Note that to confirm whether the resolution corresponds to the VSpec
model, a validation process might be executede Boftware Product Line Covering Array (SPLCA)
tool is integrated with the BVR bundle for checking constraints and structural consistency of the
resolution[66].

Realization models, which specify thiacement8 and replacementswithin the fragment substitutions A
Fragment substitution is an operation that, if executed, substitutes a model fragment (placement fragment)
for another (replacement fragment).

The process model developed using the EPF Composer serves as the Base ModgVie taohvhich is
used b model variability and derive specific processes based on feature constraints and cardinality.

2.3.5. WEFACT

The goal of the workflow engine WEFACT is to support the entire engineering lifecycle of safety and or
security relevant systems based on ftefined pocesses. To achieve this goal every project in WEFACT
contains Requirements, Processes and Workflow Tools.

WEFACT is an (independent) Eclipse RCP application, which operates on a PostgreSQL database. As WEFAC
is an external tool, this database is indepentof the AMASS platform database.

WEFACT provides the following main features:

9 selecting a project or creating a new one

9 defining userand roles

9 importing requirements (currently from a DOORS database, for the future, also ReglF import is
planned) ordefining them in WEFACT

9 defining activities to be performed by the workflow engine

1 assigning activities to requirements and to tools (including parameters as well as input and output
directories), thus supporting traceability

9 executing these activities (bgvoking the tools)

1 setting the fulfilment status of the requirements to PASS or FAIL, depending on the result of the

activities
These basic features are complemented by the following functionalities:

9 Definition of user accounts and user authorization

1 Importing UMA process models created in ERH he imported activities form then the basis for
the V&V activities in WEFACT

9 Assigning tools. A list of tools is maintained in WEFACT and individually assigned to V&V activities.

6A placement fragment is a set of elements forming a conceptual hole in a base model, which may be replaced by a
replacement fragmenf67].
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1 Traceability

WEFACT is anlipse application, not an Eclipse plugimys, no Eclipse installation is required but WEFACT
is started as an independent executable. In order to start working with WEFACT, the user first has to
register with his credentials (séagure §.

-

Username:

Password:

Create new user

I Login I l

Cancel ]

Figure 6. WEFACT user authorisation
and to select an existg project or create a new onsdeFigure 7.

==

Select a project:

AQUAS
AMASS

3061

New Project...

[ 0K h‘] [ Cancel I

Figure 7. WEFACT project selection dialog box

Then the project is displayed in the main user interface of WEFACT, as sHeigura8
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1 wetact = | ()
File Project Import Doors Requirements... EPF
Requirement Explorer £ | Toal Explorer Requirement Details 2 | Tool Details = B [process Details
i req :
K Medicon E K | 57| [Furin Manvally] 1 Edit off >
yolo -
Name:
reql Description:
mniboug jhkjlki
Description:
guew
Status:
Not Fulfilled Status:
Ready
Deadiine:
Deadiline:
Responsible: Responsible:
Linked Processes: Linked Requirements:
Process Explorer
yolo New L
Workflow Tool:
Input Files Output Files

Add Input | Remave Input Add Output | | Remaove Input

Previous Processes Following Processes

Manage previous processes Manage following processes

Figure 8. WEFACT user interface

The default WEFACT GUI is divided thtee main parts. The usual process flow inside the application is
from the lefthand side to the righhand side. On the lethand sidgthere are 3 different explorers. This

area displays the project specific requirements, processes and tools and their structure. The details of the
selected requirement can be viewed and edited in the part on the right side of the explorerd calle
GwSIljdZANBYSY (G 5S0FAfagaod

Details on how the user interface is operated can be found in the WEFACT user fgjuah the
following sections, terms are explained and guidance is given how WEFACT shall be applied, in particular in
the context of AMASS assurance projects.

Requirements

As mentioned aboveWEFACT is a requiremetitased workflow engine. The tool allows to create and
delete requirements but also to import them from external sources (currently DOORS databases).
Moreover, they can be locked against unintended modification by ticking the raspeastieckboxFigure 9
shows theinput-box for therequiremensin WEFACT.
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Requirement Details &2 | Tool Details = a
E 9€ | Dl edit off

Name:

4.1.4.2 Define Scope and Boundaries

Description:

The boundaries and interfaces of the development target, and assumptions related to interaction with other elements shall be
defined.

Status:
Not Fulfilled

Deadline:

03.11.2017

Responsible:

Admin Administrator

Linked Processes:

1_preliminary_functional_design

Add Link | | Remove Link

Figure 9. Requirement data input in WEFACT

Requirements are defined as thentities needed to achieve the objectivef the project. This includes

process and product requirements. Requirements can be structured in different levels, wherdeebp
Requirement can be seen as the sum of its sublevel Requirements. Once aleki#guirements are

fulfilled, the toplevel Requirement enters the state of completion. A Requirement can hold a connection to
LINBRSFAYSR LINRPOSaasSa o0zxg+ |OGABGAGASAOD® LF | ff LINE
OKIy3Sa Ri&2d aFdzs FAEE S

Requirements have a responsible user assigned and can come from different sources. In a typical assurance
workflow, process requirements araodelledin EPFC and imported in WEFACT. Product requirements, in

turn, are often created using tools, sometisithey are simpl&xcelfiles. WEFACT allows also the import of
DOORS requirements, and for a future version also ReqlF import is planned.

Processes/Activities

WEFACT allows to assign processes (activities) to a requirement which shall show its validity. In the user
AYUSNFIOSs ( KPhce§sE0 BAKZ2Y a4 [NSYjIdBNBYSy ia GKIFIG ySSR G

G2 GKA& LINROA@BEMYXEe LMBOSOHEAPHYEa6S aaAraySR G2 N
[AYy1Xé OSNIIAY fAyla Oy 0SS NBY20SRO®
Such an activity usualipcludesk  OF £ f G2 F G22f 0aG22N] Ff26 (022t £03

processing it. For the selected tool, inputia FF O & o6daLy Ldzi CAft Satg¢o | yR 2 dz
be defined. A button allows then to start the process, which yields as a result whether PASS or FAIL, and
4dz00SaaFdAZ OUGAGAGASE ot! {{0v fSI KR Firf fCBRéyaEHAY I GKS
If required, subsequent calls of tools in a defined and suedepsndent sequence can be forced by
RSTAYAYI OGAGAGASAE LISNI (22f FyR tAYlAy3d GKSY Ay
GC2tt26Ay 3 t NB OSpdcess tal only e esekuted whert all Fetlecéssor processes have
been executed successfully. This can, for instance, be used to start an automatic test case generation tool
before running the test created cases.
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Apart from tootbased requirement verificon, WEFACT allows also user decisions as basis for setting a
processresult g A 0 K2 dzi NXzyyAy 3 GKSFUfiQk VAR §& & £¢ D dBIVIIRYT K I @K )

Similar as requirements, also processes can be secured against unintended modifigaticking a button,
and also processes have a status.
Tools

Figure 1Ghows the dialog box for defining workflow tools.

Requirement Details | Tool Details = B8

\g/ Edit off

Name:
Threat Modelling Tool

Description:

Microsoft Threat Modelling Tool

Tool Path:
CA\Program Files (x86)\Microsoft Threat Modeling Tool 2016\TMT7.exe

Tool Type:

Manually Executed External Too A

Figure 10Tool definition box in WEFACT

As mentioned earlier, WEFACT supports assigning a tool to a probésss done by writing the URL of the
executableor scriptfle Ay i2 (KS GSEG FASER ac¢22f LI GKéd 29C! /[ ¢
call mechanism, namely manual/automatic and internal or external. Manual tools are those that cannot be
started automatically, e.g. an EMC test bench for a HW component.

Traceability

Through inherent traceability, WEFACT tracks the status of requirements continuously. Based on the
consistent and, if necessary, staged structure of requirements and the esrcsttitus of the associated
processes, WEFACT is able to determine which processes still need to be run or toubeafer a
modification.

A more detailed description about using the WEFACT user interface is contained in the Handbook for
WEFACT37].
How WEFAC3upports MulticoncernAssurance

WEFACT itself is a workflow tool and not an assurance tool. It provides capabilities to define the detailed
assurancerocess activities (including respective assurance tools to be started) and to run them.

The process model can be defined within the WEFACT user interface or imported freenr&fkng its
UMA output.Figure 1lpresents the typical way how WEFACT is intended to be used in the AMASS context.
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Figure 11Typical use of WEFACT in AMASS

As mentioned, the process model can be modified in WEFACT, arattikigies defined in the process
model are implemented by assigning (and providing) a tool to perform the activity, including the input and
output artefacts in the respective directories. If necessary, dependencies between activities can be defined
(i.e. their sequence: e.g. an activity can be performed only after another activity has been completed
successfully).

WEFACT maintains consistent links between requirements, process activities and all affected artefacts,
allowing full traceability. Moreover, WEBET stores the status of the requirements, which is set to
FULFILLED when the associated activities are performed successfully (PASS). On the other hand, changes in
system artefacts or requirements are recorded by WEFACT and the status of the respexstdaafad)
requirements is reset. By this mechanism, WEFACT controls, after changes, which activities need to be re
executed in order to restore the assurance status of the system.

After running an activity, the results (output files) are stored in 8¥Ndirectory associated with the
FOGAGAGEY YR GKS NBIdZANBYSyid A& aSd FOO02NRAYy3 (:
evidence for the respective stipal in the GSN argumentation of the AMASS assurance case editor.
Currently Qctober2018), the transfer of the evidence into the argument has to be done manually, i.e. by
using the assurance case editor.

In WEFACT, activities can be combined in order to construct-@@ty OS N} Fdzy QG A2y £ A G,
require a specific multiconcern BFACT tool feature but can be implemented by using the standard
WEFACT functionalities for assigning tools, which treat #&eajyseor test) different quality attributes.

As an example, an activity can be defined calling a security analysis tool; AIT has tried this out with the
Microsoft Threat Analysis tool. Similarly, another activity calling a FMEA or a HAZOP tool can be defined in
WEFACT to implement the safety analypest. Also in WEFACT, the (multiconcern) requirement
demanding a securitaware HARA can be subdivided into a-sedpuirement demanding a securitglated
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