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Executive Summary 

This deliverable is the final result of Task 4.2 Conceptual approach for Multiconcern Assurance. As an 
update of the intermediate deliverable D4.2 Design of the AMASS tools and methods for multiconcern 
assurance (a) [2], it provides extensions to the multiconcern assurance features described there in order to 
cope with the full set of requirements identified in D2.1 Business cases and high-level requirements [4].  

This document presents the various considerations and a consistent approach to multiconcern assurance at 
both the concept level and the design level. On the concept level, our multiconcern assurance approach 
focuses on analysis and risk assessment for assurance, assurance case modelling, and the extension of 
contract-based approaches for realising safety and security assurance at the same time. On the design 
level, we focus on how to implement the concept in toolchains and models for seamless and efficient 
assurance in cyber-physical systems, considering existing work. The implementation details are further 
elaborated, taking into account existing tools of the AMASS partners.  

In this deliverable edition, enhanced methods for multiconcern assurance are presented and the scope is 
extended from the focus on safety and security in D4.2 towards a wider variety of dependability attributes, 
in particular in the sections on methods and tools for trade off analysis. The relations to the activities and 
results in other WPs are pointed out and the AMASS CACM metamodel parts relevant for multiconcern 
assurance are explained. Finally, a table depicts the coverage of the WP4 related requirements by the 
methods described here. 

In the next step, the results presented in this deliverable will guide the implementation of the third 
iteration of the AMASS prototype (Task 4.3 Implementation for Multi-Concern Assurance), and the resulting 
implementation will be delivered as D4.6 Prototype for multiconcern assurance (b) [5] at the end of month 
29. 

Finally, Task 4.4 Methodological Guidance for Multi-Concern Assurance will build on the results identified 
here and on the experience in the case studies in order to provide methodological guidance to the AMASS 
end-users for the application of the multiconcern assurance approaches; this will be documented in D4.8 
Methodological guide for multiconcern assurance (b) [7] in month 31. 

This deliverable represents an update of the AMASS D4.2 [2] deliverable released at M15; the sections 
modified with respect to D4.2 have been marked with (*), then the details about the differences and 
modifications are provided in Appendix A. 
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1. Introduction (*) 

The AMASS project builds on concepts and tools developed in former projects, in particular in OPENCOSS 
[51] and SafeCer [85]. With respect to including security, ideas and approaches from EMC2 [87], SESAMO 
[86], MERgE [84] and CONCERTO [83] influence AMASS. More details on which concepts from previous 
projects were re-used or extended in AMASS can be found in D4.1 Baseline and requirements for 
multiconcern assurance [1]. 

1.1 From Monoconcern to Multiconcern (*) 

In a broad sense, multiconcern assurance is taking a holistic approach to achieve and balance the assurance 
goals set by different quality attributes such as safety, security, performance, and reliability. 

In AMASS, multiconcern assurance is focused on facing five challenges, which, if overcome, will enable 
multiconcern assurance: 

¶ Dependability Assurance Modelling: Extending the OPENCOSS CCL metamodel and vocabulary to 
include additional dependability related concerns besides safety, and also supporting mappings 
between concerns (presented in Section 3.1.2).  

¶ Contract-Based Multi-Concern Assurance: Using contracts to support compositional assurance and 
trade-offs (presented in Section 3.1.3). 

¶ System Dependability Co-Analysis / Co-Assessment: Addressing security issues, which may affect 
safety, and interrelations between safety and security, considering architecture related issues 
(presented in Section 3.1.4) 

¶ Looking at the interplay between safety and security in terms of process requirements. 

¶ Investigate security-informed safety-oriented process lines (SiSoPLEs). 

For the dependability assurance modelling and, in a narrow sense, multiconcern assurance, the goal is to 
specify a unified assurance case in which all various quality attributes such as safety and security and their 
interactions and interplay are clearly specified, such that all presented claims, argumentation, and 
decisions are connected and traceable. 

In a wider sense, it also relates to analysis/assessment and compositional approaches. The safety of a 
component may depend on a secure environment or a certain level of security. There are, thus, inter-
dependencies between different quality attributes in a reusable component and its environment. Such 
concerns need to be addressed and solved. In order to identify the need for security and safety and to 
support trade-off analysis, co-analysis and co-assessments need to be used. 

1.2 Scope and Objectives of this Deliverable (*) 

This deliverable presents the final design of the multiconcern assurance features: Dependability Assurance 
Modelling, Contract-Based Multiconcern Assurance, and System Dependability Co-Analysis and Co-
Assessment. It builds on the state of the art with respect to multiconcern assurance and the applicable 
standards presented in D4.1 [1], elaborating the way forward identified there and covering the respective 
requirements identified in D2.1 Business cases and high-level requirements [4]. It must be noted that the 
result of multiconcern assurance influences model instances which belong to other technical work 
packages. 

Relations to other WPs are pointed out and the AMASS CACM metamodel parts relevant for multiconcern 
assurance are explained. This deliverable is the final edition of the Design of the AMASS tools and methods 
for multiconcern assurance; it builds on D4.2 [2] and presents extensions to the multiconcern features 
described there.  
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1.3 Relation to other AMASS Deliverables (*) 

This deliverable is related to other deliverables: deliverables within WP4 as well as deliverables within 
other work packages. 

Within WP4, this deliverable is related to the following deliverables: 

It builds on the state of the art in the area of multiconcern assurance and the applicable standards 
presented in D4.1 [1] and on D4.2 [2], which contains the first iteration of the multiconcern assurance 
concepts and designs.  

The output of the deliverable represents the basis for the iteration (c) of the Integrated AMASS Platform 
with respect to multiconcern assurance, which will be delivered as D4.6 Prototype for multiconcern 
assurance (c) [5] in August 2018.  

Together with D4.1, and with the experience in the implementation gathered in Task 4.3, D4.3 also forms a 
basis for the guidelines to be developed in Task 4.4, which will be delivered as an updated version D4.8 [7] 
in October 2018. 

(Remark: The deliverable D4.4 [8] for the iteration (a) of the Integrated AMASS Platform was submitted 
earlier than D4.2, in m10, and contained only the basic building block Assurance Case editor. It was 
influenced by early conceptual considerations on multiconcern assurance in Task T4.2, but neither D4.2 nor 
D4.3 was a basis for this early implementation step). 

There are moreover relations to deliverables of other technical work packages: 

D4.3 receives the WP4-relevant high-level requirements described in D2.1 [2]. It contains the concepts and 
designs for the implementation of the remaining requirements after some had been implemented in D4.4 
and the major part in D4.5 (based on D4.2 concepts and designs). 

The evidence as results of individual assurance processes represents the instantiation of the evidence 
metamodel, which is part of WP5. The result of a trade-off analysis can be used as annotations of the 
assurance case, which is within the scope of WP4, but they also represent the basis for multiconcern-aware 
design decisions, which influence the architectural metamodel instantiation in WP3. 
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2. Conceptual Level 

In systems engineering, dependability is a measure of a system's availability, reliability, maintainability, and 
other attributes such as safety and security. Figure 1 gives an overview about attributes usually associated 
with dependability, tȅǇƛŎŀƭ ǘƘǊŜŀǘǎ ǘƻ ŘŜǇŜƴŘŀōƛƭƛǘȅΣ ŀƴŘ ƳŜŀƴǎ ŦƻǊ ƛƴŎǊŜŀǎƛƴƎ ŀ ǎȅǎǘŜƳΩǎ ŘŜǇŜƴŘŀōƛƭƛǘȅΦ It 
shall be noted that AMASS also deals with performance as an additional attribute, which is not included in 
dependability. 

Figure 1. Relationship between Dependability & Security and Attributes, Threats and Means (after [14]) 

Multiconcern assurance is based on the consideration of dependability attribute during the whole system 
lifecycle. One of the challenges is that we cannot consider dependability attributes in isolation. Attributes 
interact and depend on each other. Therefore, co-engineering is necessary for reaching a sufficient level of 
dependability and balance between different dependability attributes. Co-engineering refers to the 
interactions between system engineering and the engineering of safety, security and other attributes.  

In this chapter, co-engineering is explored and designed. More specifically, system dependability co-
analysis and co-assessment are considered in Section 2.1, which provides subsections on co-analysis and 
risk assessment, on trade-off analysis, on further development of SiSoPLE for enabling process-related co-
assessment, and, finally, on co-assessment for safety and security assurance. Then follows section 2.2 
dependability assurance case modelling with, after an introduction, sections on the safety and security 
assurance case and on multiconcern argumentation. Section 2.3 provides information on multiconcern 
contracts. 

2.1 System Dependability Co-Analysis / Assessment 

Co-analysis and co-assessment are integral parts of multiconcern assurance.In this last iteration of the 
άDesign of the AMASS tools and methods for multiconcern assuranceέ ŘƻŎǳƳŜƴǘ [3], we extend the 
viewpoint of the predecessor version [2] to more quality attributes than merely safety and security. 

In D4.1 [1] Section 4.2.2, we reviewed the state of the art concerning safety & security co-analysis, focusing 
on model-based approaches. In D4.1 Section 4.2.4, we briefly reviewed safety & security co-assessment in 
the context of safety & security co-engineering and assurance, focusing on the process of assessment 
framework.  

Within the AMASS project, we distinguish between co-analysis and co-assessment: 
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¶ Co-analysis and risk assessment refers to the methods, techniques, and activities to identify safety 
hazards and security threats. For example, Hazard Analysis and Risk Assessment (HARA) and Threat 
analysis and Risk Assessment (TARA) are established methods enabling co-analysis.   

¶ Co-assessment refers to processes, methods, and techniques to evaluate whether a component of 
a system fulfils its claims that safety and security risks are effectively addressed, such that one can 
obtain confidence that a system will achieve its dependability objectives (see also section 2.2). We 
distinguish two inter-related types of assessments: 

o Process-related co-assessment for standard compliance, e.g. the assessment of compliance 
to IEC 62443-4-1 [52] focuses on the secure development process (see also sections 2.1.3, 

3.1.4, and 4.1.4, and D4.1 [1] for other domains).  

o Product-related co-assessment for product-specific safety and security measures, e.g. the 
assessment of compliance to IEC 62443-4-2 [52] focuses on the product-specific security 
requirements. 

In the AMASS project, we adapt and extend existing co-analysis and co-assessment approaches which 
contribute to co- or multiconcern assurance. Note that safety & security co-engineering is currently under 
active development in research, industry, and the standards. Several AMASS partners play an active role on 
this topic. Some of the methods are mentioned in D4.1 [1]. In this deliverable, we focus on the methods 
that we deem to be the most promising within the AMASS project.   

2.1.1 Co-Analysis and Risk Assessment   

Co-analysis covers a wide range of methods and techniques to identify safety hazards and security threats, 
which are often the activities in the early stage of a product/system development lifecycle, e.g. in the 
requirements engineering as well as the design phase. These analyses are also regarded as approaches to 
risk assessment, because the goal of the analyses is often to identify safety and security risks. In the 
following, this document focuses on methods for those domains which are applied in the AMASS use cases. 

In a recent work [23], the authors evaluate several best practice engineering approaches to safety and 
security, including the methods for systematic risk management and for system validation (risk 
management, Security-aware Hazard Analysis and Risk Assessment (SAHARA), FMVEA, and Attack Tree 
Analysis (ATA)) and for comprehensive dependability evidence provisioning (assurance case), especially in 
the context of ISO 26262 process landscape. While in the context of automotive functional safety the 
hazard analysis and risk assessment (HARA) method is standardised and mandated by the ISO 26262 
standard, several candidates for a cybersecurity threat analysis and risk assessment (TARA) method exist. 
Some of these methods are mentioned in the SAE J3061 cybersecurity guidebook but there are more of 
such methods published.  

SAE J3061 states on the collection of cybersecurity analysis techniques. ά!ǇǇŜƴŘƛȄ ! - Description of 
ŎȅōŜǊǎŜŎǳǊƛǘȅ ŀƴŀƭȅǎƛǎ ǘŜŎƘƴƛǉǳŜǎέ ƛǎ ǇǊƻǾided as a reference to further research and to facilitate design 
ŀƴŘ ǇǊƻŎŜǎǎ ƛƳǇǊƻǾŜƳŜƴǘǎΦ !ǇǇŜƴŘƛȄ ! ƛǎ ƴƻǘ ŀ ŎƻƳǇǊŜƘŜƴǎƛǾŜ ƭƛǎǘƛƴƎ ƻŦ ά/ȅōŜǊǎŜŎǳǊƛǘȅ ŀƴŀƭȅǎƛǎ 
ǘŜŎƘƴƛǉǳŜǎέ [24]. An overview and review of available threat analysis methods and their automotive 
applicability is given in [25]. In particular, this review also includes an analysis of the development phases in 
which these methods can be sensibly applied. While only a few are suited as TARA for early concept stages, 
some others have properties which are highly desirable at later development stages. Based on this analysis 
we selected the sequel of methods described in detail in the following. Notable methods are: 

¶ TARA methods listed in SAE J3061: 

o E-Safety Vehicle Intrusion Protected Applications (EVITA) method [35] 

o Threat, Vulnerabilities, and implementation Risks Analysis (TVRA) [36] 

o Operationally Critical Threat, Asset, and Vulnerability Evaluation (OCTAVE) [34] 

o HEAling Vulnerabilities to ENhance Software Security and Safety (HEAVENS) model [37] 



              

         AMASS Design of the AMASS tools and methods for multiconcern assurance (b) D4.3 V1.0 

 

 

 
H2020-JTI-ECSEL-2015 # 692474 Page 13 of 84 

 
 

o Attack Tree Analysis (ATA) [30]  

o Software Vulnerability Analysis [38] 

¶ TARA methods beyond SAE J3061: 

o Failure mode and Vulnerability Effect Analysis (FMVEA) - Failure mode and failure effect 
model for safety and security cause-effect analysis [39] 

o Security Aware Hazard Analysis and Risk Assessment (SAHARA) [40] 

o SHIELD method giving guidance for security, privacy and dependability assessment of 

embedded systems, developed in the European SHIELD project1  

o Combined Harm Assessment of Safety and Security for Information Systems (CHASSIS) [41] 

o Boolean Logic Driven Markov Processes (BDMP) [42] 

o Threat Matrix [43] 

o Binary Risk Analysis (BRA) [44] 

o STAMP (Systems- Theoretic Accident Model and Processes) Based Process Analysis (STPA-
SEC) [45] 

D4.1 [1] already outlined a set of safety and security analysis techniques. Some of those methods are 
further explained in [24] and Table 1 which provides an overview of the TARA methods mentioned and not 
mentioned in SAE J3061. Also in this case, the overview is taken from Macher et al. 2016 and gives an 
overview of the different TARA methods mentioned in J3061 (Appendices A-C) [25]. 

Table 1. TARA Method mentioned in SAE J3061 

 Method 
Name 

Applicable 
Phase 

Key facts 

S
A

E
 J

3
0
6
1

 r
e
co

m
m

e
n

d
e
d

 

EVITA 
method 

Concept 
phase 

Outcome of a research project; classification separates different 
aspects of the consequences of security threats (operational, safety, 
privacy, and financial). 

Classification of severity is adopted and thus not conforming to the ISO 
26262 standard; classification of safety-related and non-safety-related 
threats differs and could thus lead to in-balances; accuracy of attack 
potential measures and expression as probabilities is still an open issue. 

TVRA --- Models the likelihood and impact of attacks; complex 10 steps 
approach; developed for data - and telecommunication networks; 
hardly applicable for cyber physical systems in vehicles. 

OCTAVE --- This approach is best suited for enterprise information security risk 
assessments; hardly applicable for cyber physical systems in vehicles; 
brings together stakeholders thru series of workshops. 

HEAVENS 
model 

System 
phase 

Based on Microsoft's STRIDE approach; determination of threat level 
(TL), impact level (IL), and security level (SL) for classification of threats; 
requires a high amount of work to analyse and determine the SL of 
individual threats; implies lots of discussion potential for each individual 
factor of each single threat. 

                                                             
 
 
1 https://www.shield-h2020.eu  

https://www.shield-h2020.eu/
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ATA System 
phase  

Analogous to fault tree analysis (FTA); identification of threats in a 
hierarchical manner; adequate for exploiting combinations of threats 
(attack patterns); requires more details of the system design to be more 
accurate, requires as prerequisite input identified attack goals. 

SW 
vulnerability 

analysis 

SW phase Examines software code to prevent occurrence of potential 
vulnerabilities; focuses on SW development level. 

Table 2 gives an overview of the TARA methods not mentioned in SAE J3061. Also in this case, the overview 
is borrowed from Macher et al. 2016 [25]. 

Table 2. Evaluation of TARA method by [25] 

 Method 
Name 

Applicable 
Phase 

Key facts 

n
o

t 
in

 S
A

E
 J

3
0
6
1 

FMVEA System 
phase 

Based on the FMEA; identify threat modes (via e.g. STRIDE model) for 
each component/function of the system, identify system level effects 
and risks, categorise risks via quantification of attacker effort, system 
properties for attack likelihood and threat effects. 

SAHARA Concept 
phase 

Threat analysis via STRIDE model; security and safety analysis possible 
in a combined and independent manner; easy quantification scheme; 
no adaptation of standardised quantification scheme for safety; 
requires less analysis efforts and details of the analysed system. 

SHIELD System 
phase 

Evaluates multiple system configurations; only evaluates system's 
security, privacy and dependability level; implies a high discussion 
potential for each classification, due to the lack of guidance on how to 
estimate the security, privacy, and dependability values. 

CHASSIS Concept 
phase 

Combined safety and security assessments; relies on modelling of 
misuse cases and misuse sequence diagrams; implies additional 
modelling expenses for the early development phase; structures the 
harm information in the form of HAZOP tables and in combination with 
the BDMP technique. 

BDMP System 
phase 

Based on ATA and FTA; fault tree and attack tree analysis are combined 
and extended with temporal connections. 

Threat 
Matrix 

System 
phase 

Proposed by US Department of Transportation; used to consolidate 
threat data; threat matrix is spreadsheet based; variation of the FMEA 
approach; geared towards the establishment of a threat database; not 
a preferable approach for concept analysis. 

BRA Concept 
phase 

Threat impact determination via 10 yes/no questions; quick risk 
conversations to enable discussion of a specific risk; not a full risk 
management methodology; quantitative analysis not based on statistics 
or monetary values; not a threat discovery or threat risk assessment 
technique on its own. 

STPA-SEC --- Control model based analysis, originally developed for safety and later 
extended for security. A mixture of a system engineering approach and 
analysis technique, compatibility with ISO 26262 lifecycle still in 
discussion, modelling based on control loops which can mask security 
relevant issues. 
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2.1.1.1 SAHARA as co-analysis method 

In the context of the AMASS project, the following methods represent a reference for co-analysis. 

The SAHARA method [40] combines the automotive hazard analysis and risk assessment (HARA) with the 
security domain STRIDE approach to quantify impacts of security threats and safety hazards on system 
concepts at initial concept phase. STRIDE is a threat modelling approach and an acronym for Spoofing, 
Tampering, Repudiation, Information disclosure, Denial of service, and Elevation of privileges. The key 
concept of the STRIDE approach is the systematic analysis of system components for susceptibility to 
threats and mitigation of all threats to enable argumentation of a certain security of the system. 
 

 

Figure 2. Conceptual Overview of the SAHARA method 

Figure 2 shows the conceptual overview of the SAHARA method and coupling of the safety and security 
analysis methods involved. For the initial stage, ISO 26262 confirms HARA analysis (see the right side of 
Figure 2) can be performed in a conventional manner. This means that the functions provided by the 
system are analysed for their possible malfunction (hazards) and the worst possible situation in which this 
malfunction may happen. The hazard and situation combinations (hazardous event) are analysed and 
quantified according to the ISO 26262 standard regarding their severity (S) and controllability (C) by the 
driver in the event of an occurrence. Further, the frequency and duration of exposure (E) in which this 
hazardous situation may occur is quantified. These factors (S, C, and E) determine the automotive safety 
integrity level (ASIL), the central metric for determination of development efforts required for the rest of 
the development process.  

The security-focused analysis of possible attack vectors of the system can be done independently by 
specialists of the security domain (see the left side of Figure 2). For this analysis, the STRIDE threat model 
approach is used to expose security design flaws of the system design by methodically reviewing the 
system design. This is done in five steps: 1) the identification of security objectives; 2) a survey of the 
application; 3) the decomposition of the application; 4) the identification of threats; and 5) the 
identification of vulnerabilities. This threat modelling approach does not prove a given design secure but 
helps to learn from mistakes and avoid repeating them. The two loosely coupled analysis steps (security 
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analysis and safety analysis) can either be performed by individual teams or in cooperation with safety and 
security experts.  

Table 3. Classification Examples of Knowledge 'K', Resources 'R', and Threat 'T' Value of Security Threats 

Level Required Knowledge (K) 
Classification 

Required Resources (R) 
Classification 

Threat Criticality (T) 
Classification 

0 Unknown internals (black-box 
approach) 

No tools required No impact 

1 Basic understanding of internals 
(grey-box approach) 

Standard tools Annoying, partial reduced service 

2 Internals disclosed (white-box 
approach) 

Non-standard tools Damage of goods, privacy 
intrusion 

3  Advanced tools Life-threatening possible, 
maximum security impact 

After this identification of possible security threats and safety hazards, the SAHARA method combines the 
outcomes of the security analysis with the outcomes of the safety analysis. The ASIL concept of the safety 
analysis is thus adopted and applied to the security analysis outcomes. In order to quantify the security 
level (SecL) of a threat, the required knowledge (K) and resources (R) to pose the threat, as well as the 
impact of the successful attack (T), are estimated (cf. Table 3). The factor T also implies impacts on human 
life (quality of life) as well as possible impacts on safety features. This information on security threats that 
may lead to a violation of safety goals is passed on for further safety analysis (depicted as SAHARA part 2 in 
Figure 2). 

The required know-how - 'K' - is classified as: Level 0 - no prior knowledge required (the equivalent of 
black-box approach). Level 1 - covers persons with technical skills and basic understanding of internals 
(representing the equivalent of grey-box approaches). Level 2 ς represents white-box approaches, persons 
with focused interests and domain knowledge. 

Required resources - 'R' - to threaten the system's security are classified as: Level 0 - threats not requiring 
any tools at all or an everyday commodity, available even in unprepared situations. Level 1 - tools that can 
be found in any average household. Level 2 - availability of these tools is more limited (such as special 
workshops). Level 3 - are advanced tools whose accessibility is very limited and are not widespread.   

The criticality of the successful attack - 'T' - is classified as: Level 0 ς indicates a security irrelevant impact. 
Level 1 - is limited to annoying, possibly reduced availability of services. Level 2 - implying damage of goods 
or manipulation of data or services. Level 3 ς represents the highest criticality (affecting car fleets) and also 
implies impacts on human life (quality of life) as well as possible impacts on safety features. 

In general, the SAHARA quantification scheme is less complex and requires fewer analysis efforts and 
details of the analysed system than other available approaches. The quantification of required know-how 
and tools can also be seen as equivalent to a likelihood estimation of an attack to be carried out. 
Nevertheless, this quantification provides the possibility to determine limits on the resources spent in 
preventing the system from being vulnerable to a specific threat (risk management for security threats) and 
the quantification of the threat impact on safety goals (threat level 3) or its non-impact on them (all 
others). Moreover, a combined review of the safety analysis by security and safety experts can also help to 
improve the completeness of security analysis. Bringing together and combining the different mind-sets 
and engineering approaches of safety engineers and security engineers, who are able to work 
ƛƴŘŜǇŜƴŘŜƴǘƭȅ ŦǊƻƳ ƻƴŜ ŀƴƻǘƘŜǊ ŀƴŘ ŀƭǎƻ Ƴǳǘǳŀƭƭȅ ōŜƴŜŦƛǘ ŦǊƻƳ ŜŀŎƘ ƻǘƘŜǊΩǎ ŦƛƴŘƛƴƎǎΣ ƛǎ ŀ ŦǊǳƛǘŦǳƭ approach 
that is likely to achieve higher analysis maturity standards. 
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2.1.1.2 FMVEA as co-analysis method 

The FMVEA Method [27] was developed in the context of the ARROWHEAD project and extends the 
established Failure Mode and Effect Analysis with security related threat modes.  

 
Figure 3. Main steps of FMEA 

Figure 3 gives an overview of the main steps for the standard FMEA. A system is modelled and divided into 
parts and all the potential failure modes are identified for each part. Depending on the detail level, parts 
can be process steps, functions, system architecture elements or software/hardware parts. All system 
effects are identified for each potential failure mode and the severity is evaluated. For all failure modes 
with a critical severity, potential failure causes and their likelihood are evaluated and the criticality is 
calculated. 

 

Figure 4. Depiction of the relation of cause and effect model for failures and threats 

Figure 4 gives an overview of the cause and effect model for the Failure Modes, Vulnerabilities and Effects 
Analysis. The failure part consists, as before, of failure cause, failure mode, and effect. Security related 
parts are added here, including vulnerability, threat agent, threat mode and effect. Depending on the level 
of analysis a vulnerability can be an architectural weakness or a known software vulnerability. Compared to 
safety, security requires not only a weakness but also an element, which is exploiting this weakness. This 
can be a software or a human attacker. Different threat modelling concepts can be used for the 
identification of threat modes such as CIA (confidentiality, integrity, availability), summarizing security 
properties an attack could exploit, or also STRIDE. Based on the severity of the effect, measured in terms of 
financial damage, loss of confidentiality or privacy and operational or safety impact and the likelihood of 
the failure or threat the criticality is measured. In the likelihood context, the system properties and attacker 
properties should be investigated. 

Identification 
of system and 

functions

Identification 
of failure 
modes

Determination 
of effects of 

failure modes

Identification 
of possible 

causes
Risk reduction
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Existing databases and domain knowledge can be used for identifying potential failure modes. Since the 
challenge of security for the automotive domain has emerged relatively recently, there is less knowledge 
about the threat modes than is the case in some other fields and domains. The analysis is based on a 
system model, depicting network architecture and data flows. In the practice, we currently use threat 
modelling to identify and analyse threat modes for each element of the system model. The main steps 
involved in a threat modelling process include: 

1. Model a system by drawing the system architecture in data-flow diagram (DFD), adding system 
details to the elements in the DFD, and draw the trust boundaries.  

2. Identify threats stemming from data flows by using a threat identification methodology such as the 
STRIDE or CIA method [28]. An assessment of the severity of the threats can be added.  

3. Address each threat by redesigning the system, adding mitigation, or ignoring it if the risk is 
acceptable.  

4. Validate the threat modelling diagram against actual system and all identified threats are 
addressed.  

A DFD diagram consists of five types of elements: process, data store, data flow, external interactor, and 
trust boundary. A process is a software component that takes input and performs actions and/or generates 
output. In a DFD, a process can be modelled in different levels of granularity. If necessary, a high-level 
process can be decomposed into more detailed low-level processes in a hierarchical manner. For example, 
ƛŦ ǿŜ ǎǘŀǊǘ ǘƻ ƳƻŘŜƭ ŀƭƭ ǎƻŦǘǿŀǊŜ ŎƻƳǇƻƴŜƴǘǎ ƻŦ ŀ άIŜŀŘ ¦ƴƛǘέ ŀǘ [ŜǾŜƭ лΣ ǿŜ Ŏŀƴ ŦǳǊǘƘŜǊ ŘŜŎƻƳǇƻǎŜ ƛǘ ƛƴǘƻ 
ǇǊƻŎŜǎǎŜǎ ƻŦ ά/ƻƳƳǳƴƛŎŀǘƛƻƴ DŀǘŜǿŀȅέΣ ά[ƛƴǳȄ h{έΣ ά!ǇǇƭƛŎŀǘƛƻƴǎέΣ ŀƴŘ άIaLέ ŀǘ ŀ ƭƻǿer level for Level 1. 
Depending on the available system details and threat identification needs, a process can be further 
decomposed into lower-level components such as specific Linux kernel modules.  

Further to this, a data store in the DFD represents a firmware, file system, or memory. A data flow in the 
DFD is a directed arrow, representing the flow of data between two elements. For example, a data flow can 
be a protocol specific communication link such as CAN Bus, FlexRay, or HTTPs. An external interactor is 
either a human user or a user agent that interacts with a process from the outside. Trust boundaries divide 
the elements in the diagram into different trust zones, e.g. elements reside in the in-car systems and 
external hosts communicated from untrusted open networks. The assumptions on the trust boundary 
greatly influence the result of threat identification. A data flow originated outside the trust boundary is 
assumed to be untrustworthy by default such that additional verification or security controls should be 
applied.  

When identifying threats, different methodologies can be applied. STRIDE is a popular methodology due to 
its easy-for-developer origin and extensive documentation of applications. However, depending on the 
granularity of the system information available and the timing of the threat modelling in the development 
lifecycle, alternative methodologies can also be used for optimal cost-benefit results. For example, the 
enumeration of potential attacks on each of the elements in a brainstorming session by domain experts will 
already improve the security posture of the design at the concept phase. Mitigations are technical or 
organizational countermeasures corresponding to the identified threats. The linking of mitigations to the 
threats ensures that all identified threats will be considered and addressed, and puts mitigations into 
perspective with the overall security architecture. Threat modelling is essentially a theoretical model of 
perceived threats to a system. Validating the theoretical model against the actual system will ensure the 
correctness of the results from the threat modelling. Validating that all identified threats are addressed 
provides additional layer of quality control on the security activities in the development process. 
Depending on the level of details for the failure modes either data from past events or generic failure 
modes can be used.  

For the rating of severity, the FMVEA can either determine the severity directly or use information from 
previously conducted analysis such as e.g. SAHARA. Since FMVEA requires at least a basic system 
architecture more information for the rating of likelihood are available, like more detailed potential attack 
surfaces and weaknesses. 
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Table 4. CARE Attack Likelihood Parameter 
 

Parameter Values 

Capabilities Amateur (3) Mechanic, Repair shop 
(2) 

Hacker, Automotive 
expert (1) 

Expert team from 
multiple domains  
(0) 

Availability 
of 
Information 

Information 
publicly available 
(3) 

Information available 
for maintenance of for 
customer / operator (2) 

Information available 
for production, OEM, 
system integrator (1) 

Information 
available in 
company of ECU 
supplier (0) 

Reachability Always accessible 
via untrusted 
networks (3) 

Accessible via private 
networks or part time 
accessible via untrusted 
networks(2) 

Part time accessible 
via private networks 
or easily accessible 
via physical (1) 

Only accessible via 
physical (0) 

Required 
Equipment 

Publically 
available 
standard IT 

devices / SW2 (3) 

Publically available 
specialised IT devices / 

SW3 (2) 

Tailor-made / 
proprietary IT devices 

/ SW4 (1) 

Multiple Tailor-
made / 
proprietary IT 
devices / SW (0) 

Table 4 shows a likelihood rating system, which differs between the four factors: 

¶ necessary capabilities of the attacker 

¶ availability of information about the attacked systems 

¶ reachability of the attacked systems 

¶ required equipment for the easiest identified attack. 

Ratings for all categories are added up and assigned to one of five Likelihood categories (Table 5). 

Table 5. Likelihood categories 

Range 0-2 3-5 6-8 9-11 >11 

Category Improbable Remote Occasional Probable Frequent 

Values 0 1 2 3 4 5 6 7 8 9 10 11 >11 

This was done to be consistent with the five likelihood categories presented in IEC 60812, Analysis 
techniques for system reliability ς Procedure for failure mode and effects analysis (FMEA). The result is a 
Likelihood Rating from Improbable to Frequent. 

2.1.1.3 ATA used in co-analysis 

The Fault Tree Analysis (FTA) is widely known as a state of the art methodology to analyse systems and 
subsystems in the context of the functional safety of systems. It is a deductive failure analysis, meaning that 
a known failure mode or undesired state is decomposed into a quantity of lower level events. By doing so, a 
tree of events and their logical combinations is constructed, giving in-depth information about the 
occurrence of the investigated top-level failure mode.  

                                                             
 
 
2 Readily available equipment, as example simple OBD diagnostics devices, common IT devices such as notebooks. 
3 Equipment that is obtainable with little effort, as for example computing power from a cloud provider, in-vehicle 

communication devices (e.g., CAN cards), or costly workshop diagnosis devices. 
4 Equipment that is not readily available, because it is either proprietary or custom made. 
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The fault tree analysis is a quantitative analysis, as each event or logical gate may be assigned a statistical 
ǇǊƻōŀōƛƭƛǘȅΦ {ǳōǎȅǎǘŜƳ ŦŀƛƭǳǊŜǎ ƻŎŎǳǊ ŀǘ ŀ ŦŀƛƭǳǊŜ ǊŀǘŜ ˂ ŀƴŘ ǘƘŜ ƭƻƎƛŎŀƭ ŎƻƳōƛƴŀǘƛƻƴ ǿƛǘƘ ƻǘƘŜǊ ǎǳōǎȅǎǘŜƳ 
failures leads to a quantified occurrence of the top level failure mode. This further leads to a better 
understanding of the system under investigation, especially when this system is integrated into a larger 
system-of-systems or is part of a distributed cyber-physical system. In the automotive domain, where 
complex multi-level integrator-supplier relationships exist, the FTA is requested by many standards 
(ISO 26262, IEC 61508) and is therefore state-of-the-art. 

As tackled in D4.1 [1] Section 4.2.2.3, the concept of the FTA in the field of functional safety is also 
applicable to the field of security. This allows capturing malicious risks on an extended fault tree. In this 
case, the top level event expresses the occurrence of a security related incident of the system under 
investigation. At the lower levels potential attacks are logically combined aggregating information about 
the top level event. 

Since the late 1990s a methodology evolved which uses structured data to identify threats to computer 
systems. While the so called attack tree analysis (ATA) was first applied within the domain of computer 
networks [30], it constantly evolved and was applied to other system categories, e.g. Supervisory Control 
and Data Acquisition (SCADA) systems. Conducting an ATA provides several advantages, compared to 
different methods. The ATA helps to understand what potential attack goals are, who the attackers are, 
what attacks are most likely to occur, which security assumptions apply to a given system, and finally, 
which investments regarding countermeasures are considered most effective.  

Attackers may have different motivations, and opportunity crimes typically require less effort than well-
planned operations. The kind of access to the system available to the attacker also plays a large role. 
Different unique skills may also be required by an attacker. The risk aversion of the attacker may heavily 
influence the attack execution. Acceptance of certain risks (e.g. publicity, jail time, death) leads to totally 
different attacks. Finally, a lack of all of these points may be compensated through the availability of 
appropriate funding. Attack trees help to describe the security of systems under investigation by building 
kind of knowledge databases. They are also a way to capture expertise, and make this knowledge available 
for future re-use, speeding up decisions and increasing their transparency. 

Attack trees are basically data trees, where the root node represents an attack goal. An attack goal 
represents the violation of a security property, such as confidentiality or authenticity. The subordinate leaf-
nodes represent attacks, targeting their linked attack goal. Multiple attack trees aiming at different attack 
goals may exist in parallel for complex systems. In this case, common attacks, which are relevant to 
multiple attack goals, are of special interest. When developing an attack tree, logical expressions are used 
to relate different applicable attacks to each other. A logical OR gate represents alternatives for attacking a 
system, whereas an AND gate determines attacks which are only successful in combination with each 
other. 

Each leaf node of an attack tree may be assigned Boolean properties, e.g. to indicate the feasibility of an 
ŀǘǘŀŎƪΦ ¢ƘŜ ƻǇǘƛƻƴǎ ƛƴ ǘƘƛǎ ŎŀǎŜ ŀǊŜ άǇƻǎǎƛōƭŜέ ŀƴŘ άƛƳǇƻǎǎƛōƭŜέΦ 5ŜǇŜƴŘƛƴƎ ƻƴ ǘƘŜ ǘǊŜŜ Řŀǘŀ ǎǘǊǳŎǘǳǊŜΣ 
known system properties, or implemented security measures, certain tree branches may become irrelevant 
during analysis, as these properties are propagated up the tree. In contrast to Boolean properties, 
continuous node values may be assigned to leaf nodes. Typical examples are cost, time, or resource 
estimations, as these help to quantify the probability of occurrence of attack scenarios. 

Attack trees provide valuable information to safety- and security-engineers. The consideration of Boolean 
properties and continuous node values within a single analysis allows complex tree evaluations, e.g. to 
άŘŜǘŜǊƳƛƴŜ ǘƘŜ ōŜǎǘ ǇƻǎǎƛōƭŜ ŀǘǘŀŎƪ ǿƘƛŎƘ Ŏƻǎǘǎ ϵмллл ƻǊ ƭŜǎǎέΦ ¢ƻ ŘŜǘŜǊƳƛƴŜ ƛŦ ŀƴŘ ǿƘƛŎƘ ŘŜŘƛŎŀǘŜŘ 
countermeasures against certain threats are taken, thresholds and guidelines are necessary to evaluate the 
ǎŜƭŜŎǘŜŘ ƳŜǘǊƛŎǎΦ CǊƻƳ ǘƘŜ ŀǳǘƻƳƻǘƛǾŜ ƛƴǘŜƎǊŀǘƻǊΩǎ ǇŜǊǎǇŜŎtive, assumptions are also subject to inclusion 
within an attack tree. A comprehensive list of assumptions, resulting from e.g. requirements, may influence 
security decisions based on attack trees. 

An attack tree is built in three steps: 
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1. Identify the attack goals. 

2. Identify attacks against each goal, repeat as necessary. 

3. Re-use patterns of attacks for re-usable components. 

If attack trees for a given system have reached a mature state, impact analyses give information on how a 
system modification affects the selected metrics. The value of an attack goal thus needs to be calculated as 
described. Following on from this first step, changes are applied to the system and new leaf nodes or even 
a new attack must be introduced. The tree is subject to upward modification as necessary. Finally, the new 
attack goal values are calculated and compared to the previous ones. This approach may also be used to 
compare and rank different attacks to the system under investigation. 

2.1.2 Trade-off Analysis  

Trade-off analysis deals with the attempt to satisfy requirements with respect to different competing 
quality attributes with the goal of finding a balanced set of mitigation measures for the design resulting in a 
άƳǳƭǘƛŎƻƴŎŜǊƴ-ŀǿŀǊŜέ ŀǊŎƘƛǘŜŎǘǳǊŜΦ 

Several publications of Despotou et al. ([57], [58] and [59]) draft approaches called FANDA and TOM for 
assessing design alternatives and facilitating trade-offs in critical systems; they were discussed in D4.1 [1]. 
While FANDA and TOM aim at facilitating the dependability (or assurance) case, the approach presented 
here focuses on satisfying non-functional system requirements with respect to different quality attributes 
by modelling both security-related attacks and safety-related failures in a common scheme in order to find 
an optimised architecture and design.  

The basic idea for Trade-off-Analysis presented in this subsection is to use Analytical Network Process (ANP) 
[66] to analyse the impact of failures and cyber-attacks on overall safety and security of the given system, 
and use this information as basis for system modification. ANP basically helps in integrating and analysing 
information obtained from several sources.  

As for system architecture, we propose an application of the ANP which results in something similar to 
FMEA, where we divide the system into components and for each component we analyse failure and threat 
modes. Next, we need to analyse how these components interact at subsystem level i.e. derive the sub 
system failure / attack rate and how these failures / attacks affect the system safety and security. A 
hierarchical structure of the system (with networks because of cross domain or intra domain dependability) 
can be obtained.  
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Figure 5. Example for hierarchical network structure 

The above Figure 5 is a simple example (just for a rough idea) of a safety-security hierarchical network 
structure for analysis. For understanding, in safety domain (right side of Figure 5)Σ άŦŀƛƭǳǊŜ ŎŀǳǎŜ мέ ŎŀǳǎŜs 
ŦŀƛƭǳǊŜ ƻŦ άŎƻƳǇƻƴŜƴǘ мέ ǿƛǘƘ ŀ ǊŀǘŜ 1˂, failure of Subsystem 2 is a disjunction of failure1, failure2 and 
failure3 (if any of these failures occurs at component level, subsystem 2 will fail). Subsystem 1 is 
compromised by sequential conjunction, at first step, component 1 fails, which makes it possible for 
ŀǘǘŀŎƪŜǊ ǿƘƻ ŀƭǊŜŀŘȅ ŜȄǇƭƻƛǘŜŘ ǾǳƭƴŜǊŀōƛƭƛǘȅ н ǘƻ ŀǘǘŀŎƪ ǎǳōǎȅǎǘŜƳ м ǿƛǘƘ ǊŀǘŜ ┐6 to get access and control.  

Based on the failure rate/attack rate and effect of these subsystem failures/compromises on system safety, 
their criticality is evaluated. All this information is provided in a matrix form which is called SUPERMATRIX, 
see Figure 6. This Supermatrix includes all the information from several sources such as the impacts of 
component failure on subsystem, of subsystem failure on system safety, of any attack mode on system, or 
of any attack mode on subsystem failure and vice versa for security.  
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Figure 6. Unweighted supermatrix of mutual effects between safety and security 

 
I. Red circle 2 entries show what is the impact of subsystem compromise / failure on overall safety. 

To calculate this part we suggest using Logical Markov Continuous Time Models as explained later. 
Impact values are based on severity and rate of failure/ compromise of subsystem. The overall rate 
is obtained by combining failure attack rates appropriately according to logical operator present. 

II. Green circle 1 entries show the attack rate with which the component vulnerabilities are exploited; 
this finally leads to compromising the subsystems, which has failure effect. Red circle 1 entries 
show how component failures interact to cause subsystem failure. These entries are based on 
relative comparison of failure/attack rates of components w.r.t. to subsystem.  

 
The ANP approach is based on steady state concept, which means after some powers, raised to the matrix 
it will become constant, and the matrix obtained is called LIMIT SUPERMATRIX as shown below in Figure 7. 
From this matrix, we know the impact of failure causes and attacks on the overall safety and security.   

However, to take into account multistage, multiple failure causes / attacks, and their interaction at 
different levels, we can use logical operators  ὧέὲὮόὲὧὸὭὺὩ ᷊ ,  ὨὭίὮόὲὧὸὭὺὩ ᷾ȟ
ίὩήόὩὲὸὭὥὰ ὧέὲὮόὲὧὸὭέὲ ( )P. Combining these operators analytically is however a great challenge 
mathematically.  Continuous Time Markov Models (CTMM) however, provide a great advantage analytically 
in combining these operators for the analysis, and are being used in both safety and security domain. To 
analyse RAMS and Security, one approach can be to combine failure/maintenance tree with attack-defence 
tree using Logic driven CTMM. A state based transition model can be used to combine RAMS and security 
aspects. Such as if we consider ETRMS level 3 railway system, the GSM-R communication system for 
ŎƻƳƳǳƴƛŎŀǘƛƻƴ ōŜǘǿŜŜƴ w./Ωǎ όǘǊŀŎƪǎƛŘŜ ǎȅǎǘŜƳύ ŀƴŘ ǘǊŀƛƴs, consists of many units such as BTS (Base 
Transceiver Station), RIU (Radio Interface Units), Euro Radio, GPRS infrastructure, Base Controller Station 
etc., failure of one or more of these units can cause failure of GSM-R communication system failure, which 
has effect on safety and availability of the railway system.  

Similarly, cyber-attacks such as malware, access to communication network, unauthorised interception, 
cryptanalysis, and man-in-the-middle attack can cause a compromise on integrity of communicated 
messages or service denial which has effect on safety and availability. Combining these failures and attacks 
can be done using logical operators and continuous time Markov models which will help us analyse RAMS 
impact on the railway system due to compromise on GSM-R communication system caused due to 
propagation of failures/attacks/ their combination.  Similarly, the impact on security of the system can be 
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analysed. This ƛƴŦƻǊƳŀǘƛƻƴ ƻōǘŀƛƴŜŘ ŦǊƻƳ /¢aa ŀƴŀƭȅǎƛǎ Ŏŀƴ ōŜ ŀŘŜǉǳŀǘŜƭȅ ǇǊƻǾƛŘŜŘ ƛƴ ǘƘŜ !btΩǎ 
Supermatrix for extending ANP analysis to other attributes than only safety and security. In context with 
the Swedish Railway Signalling System, Morant et al. [60] apply Continuous Time Markov Models for failure 
and availability analysis using combined failure/maintenance trees. Similarly, Jhawar et al. [61] also apply 
Continuous Time Markov Models using logical operators for security analysis. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. Limit supermatrix of mutual effects between safety and security 

Red circle entries show the impact of corresponding component failures (failure cause) on safety and 
security. Blue circle entries show the impact of corresponding component (vulnerability) exploit on safety 
and security. 

One of the key aspect on using Logical Markov Models for integrating security concerns as above is the use 
attack rates. Attack rates, similar to failure rates provide a basis for combining cross domain multistage 
attacks/failures rate and impact (severity + rate of occurrence). However, in the current state of art for 
considering security concerns for safety as used in FMVEA, the likelihood of successful attack is based on 
semi-quantitative explicit analysis of susceptibility and threat property of system. The attack rate cannot be 
determined using empirical data and statistics as such due to constantly changing threat and defence 
scenario. Therefore, we need a comprehensive approach for calibrating empirical data with semi-
qualitatƛǾŜ ŀƴŀƭȅǎƛǎ ŀǇǇǊƻŀŎƘ ǘƻ ŀǊǊƛǾŜ ŀǘ ŀƴ ŀǇǇǊƻǇǊƛŀǘŜ ŀǘǘŀŎƪ ǊŀǘŜ ┐Φ  

In addition to current parameters i.e. susceptibility and threat property, we may need to consider some 
other factors (with a scale as we have for susceptibility and threat property) which helps in taking into 
account the dynamics of threat and remediation technique, these factors may possibly include factors as 
ƳŜƴǘƛƻƴŜŘ ƛƴ ά¢ŜƳǇƻǊŀƭ aŜǘǊƛŎǎέ ƻŦ /ƻƳƳƻƴ ±ǳƭƴŜǊŀōƛƭƛǘȅ {ŎƻǊƛƴƎ {ȅǎǘŜƳ ό/±{{ύΦ ¢ƘŜ ǘƘǊŜŜ ŦŀŎǘƻǊǎ ŀǊŜ 
Exploitability, Remediation Level and Report Confidence. Exploitability factor measures the current state of 
exploit techniques or code availability for exploiting a vulnerability. Current states of exploit in ascending 
order of their values possibly be Unproven (No exploit code, only theoretical), Proof-of-Concept, Functional 
(code available, works in most situations), and High. Similarly, Remediation Levels (RL) of vulnerability in 
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ascending order of their values can be Official Fix (when official patch is available), Temporary fix, Work 
around, and Unavailable. Report confidence is about the official status of acknowledgement of 
vulnerability. We should also include the impact of attack on several attributes, such as if the impact is 
safety critical and catastrophic then we should consider a higher attack rate and also patching rate should 
be less because a SIL 4 requirement needs more time for assurance of efficiency of patch, to be on safer 
side. 

2.1.3 Further development of SiSoPLE for enabling process-related co-assessment 

(*) 

This subsection first recalls basic information on SiSoPLE (Security-informed Safety-oriented Process Line 
Engineering), which is the extension of SoPLE (Safety-oriented Process Line Engineering), developed in the 
framework of the SafeCer project. The recalled information is mainly borrowed from [15]. Then, this 
subsection recalls a couple of normative spaces, where the need for SiSoPLE is evident and emerging.  

Finally, this subsection sets the conceptual underpinning for a more in-depth development of SiSoPLE. 

2.1.3.1 SiSoPLE and SiS-related terminological framework 

SiSoPLE was initially introduced by Gallina et al. 2015 [15]. SiSoPLE builds on top of the dependability-
related terminological framework and its expansion. 

More specifically, as recalled by Gallina et al. 2015 [15], Aviezienis et al. 2004 [16] introduced a 
terminological framework aimed at characterizing dependability in terms of its attributes, threats (faults, 
errors, and failures) and means. Dependability is usually indicated as an umbrella term, which embraces 
various aspects (attributes) related to trustworthiness. Safety and security are two dependability attributes. 

Safety is defined as absence of catastrophic consequences on the user(s) and the environment. Security is 
defined as composite attribute constituted of availability, integrity, and confidentiality. Availability is 
defined as readiness for correct service. Integrity is defined as absence of improper system alterations. 
Finally, confidentiality is defined as absence of unauthorised disclosure of information. 

Security-informed safety is an expression that has been recently introduced [17] to indicate an old truth: 
άCƻǊ ŀ ǎȅǎǘŜƳ ǘƻ ōŜ ǎŀŦŜΣ ƛǘ ŀƭǎƻ Ƙŀǎ ǘƻ ōŜ ǎŜŎǳǊŜέΦ ¢ƻ ƎǳŀǊŀƴǘŜŜ ŀƴ ŀƎǊŜŜŘ ƭŜǾŜƭ ƻŦ ǎŀŦŜǘȅκǎŜŎǳǊƛǘȅΣ ōŜǎƛŘŜǎ 
knowing what can go wrong, a risk assessment is needed. 

Despite the existence of the dependability terminological frameworks and despite the awareness related to 
the above-stated truth, the security and safety communities have progressed by following different 
development paths. For instance, they define risk in a slightly different way. The safety community defines 
risk as the evaluation of the effect of a failure condition. This assessment takes into consideration the 
probability and severity and thus enables the judgment with respect to acceptability. 

The security community defines risk [18] as threat x vulnerability x consequence, where consequence takes 
into consideration the attacker capability, the asset (i.e., aircraft if the risk is assessed at aircraft level) 
exposure and thus enables the judgment with respect to acceptability. 

Further to terminological differences, process differences exist between the security and the safety 
domains. However, there are strong reasons to align the safety and the security processes. Four main 
reasons were identified to motivate the introduction of SiSoPLE: (1) security assessment should be mostly 
focused on safety-critical and safety-related functions. If security assessment is performed without the 
knowledge of failure conditions, it may be performed inadequately and potentially not completely. 
Therefore, safety assessment should feed inputs to the security risk assessment process to highlight 
functions of importance to the security analysis; (2) safety decisions regarding requirements and 
architecture should ideally not interfere with similar security decisions. In the worst case, safety measures 
could conflict with security measures or one domain could limit technical solutions for the other domain. 
Architecture or equipment decision rather than being taken unilaterally should be taken in a collaborative 
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manner between safety and security; (3) once security threats are identified, they may need to be fed back 
into the safety process to show the relationship between threat conditions and failure conditions; and (4) 
finally, a common picture of risk assessment encompassing security and safety will likely be preferred by 
certification authorities. Certification authorities may accept separate system assessments for safety and 
security. However, the certification authorities will expect to see a global understanding of these risks and 
their influence on system design. 

SiSoPLE is a process lines engineering method that, similarly to SoPLE, is constituted of a scoping phase, a 
domain engineering phase, and finally a process engineering phase.  

During the domain engineering phase, commonalities and variabilities are identified. To do that, for each 
standard, the following actions are taken: 

ω identification of certification-relevant process elements (e.g., activities and tasks) 
ω identification of the order in which activities and tasks should be performed 
ω identification of the way in which tasks are grouped to form activities 
ω identification of the way in which activities are grouped to form phases 

Then, activities are compared with activities, tasks with tasks, etc. We also compare the order of execution. 
To ease this comparison, several aspects such as: irrelevant terminological differences; irrelevant ordering 
differences; and irrelevant grouping differences have to be overcome. More specifically, to overcome 
irrelevant terminological differences, the dependability-related terminological framework constitutes the 
starting point. 

Overcoming irrelevant terminological differences or identifying significant points of variations is crucial 
since it permits (process) engineers to reduce the complexity of the systems to be engineered as well as the 
complexity of the certification process. 

Once the commonalities and variabilities are known, a SiSoPLE model should be provided. To engineer 
single processes, aimed at satisfying a single certification body, process elements are expected to be 
selected and composed: all the commonalities are expected to be selected, jointly with the required 
variants, selected at corresponding variation points.  

A security informed safety process line is expected to enable the alignment of security and safety 
standards. As discussed in the background, there are strong reasons to enable such alignment since, if the 
alignment is not performed, the resulting safety assessment conclusions may be incomplete, the technical 
solution might be less than ideal and more engineering effort might be required to harmonise both security 
requirements and architecture with the safety requirements late in the design phase. 

While there is also potential for re-use between the security and the safety processes, these aspects mostly 
highlight that without some level of synergy between the security and the safety processes, an organization 
may not produce a safe system or encounter resource and/or technical challenges.  

Technical aspects related to in-depth SiSoPLE modelling and single SiSoProcess engineering are given in 
AMASS D6.2 [12]. Some initial results were published in [21]. Additional work regarding compliance 
checking in the context of co-assessment is under development. The direction is the one currently 
pioneered by Castellanos et al. 2017 [47] consisting of combining SiSoPLE with defeasible logics, and an 
approach for compliance by design specifically created for business processes. 

Moreover, continuation of SafeCer work on generation of process-based argument fragments is also in 
focus. MDSafeCer [49][48] and THRUST-related [50] solutions are being adopted and extended to argue 
about compliance ƛƴ ǘƘŜ ŎƻƴǘŜȄǘ ƻŦ ǎŀŦŜǘȅ ŀƴŘ ǎŜŎǳǊƛǘȅ ǎǘŀƴŘŀǊŘǎΩ ƛƴǘŜǊǇƭŀȅΦ  

2.1.3.2 Normative spaces ready for SiSoPLE (*) 

In this subsection, examples of normative spaces are given. In particular, the attention is focused on those 
domains (avionics and automotive) where multiconcern normative spaces seem to be defined and 
awareness regarding the need for co-assessment is spreading. 
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Avionics: RTCA DO-326A/ED-202A  

RTCA DO-326A/ED-202A [19] is a joint product of two industry committees: the EUROCAE Working Group 
WG-тнΣ ǘƛǘƭŜŘ ά!ŜǊƻƴŀǳǘƛŎŀƭ {ȅǎǘŜƳǎ {ŜŎǳǊƛǘȅέ ŀƴŘ ǘƘŜ w¢/! {ǇŜŎƛŀƭ /ƻƳƳƛǘǘŜŜ {/нмсΣ ŀƭǎƻ ǘƛǘƭŜŘ 
ά!ŜǊƻƴŀǳǘƛŎŀƭ {ȅǎǘŜƳǎ {ŜŎǳǊƛǘȅέΦ 5h-326A is a document that provides guidance to handle the threat of 
intentional unauthorised electronic interaction to aircraft safety. More specifically, it defines a set of 
partially ordered activities that need to be performed in support of the airworthiness process to handle 
such threat. This set of partially ordered activities is known as Airworthiness Security Process. This process 
is constituted of a set of activities: Plan for Security Aspects of Certification (PSecAC), Security Scope 
Definition, Preliminary Aircraft Security Risk Assessment, Security Risk Assessment, Security Development 
related activities, Security effectiveness assurance, and Communication of evidence (via PSecAC Summary). 
These activities are in turn composed of various tasks.  

In this section, we focus on a single activity, called Preliminary Aircraft Security Risk Assessment (PASRA), 
which belongs to the risk assessment set of activities. PASRA is aimed at identifying threat conditions and 
threat scenarios and assessing all security risks at aircraft level. PASRA takes as input the architecture under 
consideration, failure conditions and severity (which are established during the execution of the system 
development process described in ARP4761) and the information related to the security environment and 
perimeter, defined during the Security Scope Definition. Based on the input received, the following set of 
tasks is performed within the PASRA task: Threat Condition Identification and Evaluation, Threat Scenario 
Identification, Security Measure Characterization, and Level of Threat Evaluation. The final outcome of 
PASRA is the Preliminary Security Effectiveness Objectives, based on identified & evaluated threat 
conditions. DO-326A describes what security-related activities need to be performed but does not provide 
much guidance about how to perform these activities. DO-326A is expected to be used in conjunction with 
its companion document DO-356, which provides guidance and methods for accomplishing the activities 
identified in DO-326A in the areas of Security Risk Assessment and Effectiveness Assurance. 
 
Avionics: ARP4761 Including its Expected Evolution 

ARP4761 [20] Guidelines and Methods for Conducting the Safety Assessment Process on Civil Airborne 
Systems and Equipment is an Aerospace Recommended Practice from SAE International. ARP4761 is a 
document that provides guidance to perform safety assessment. More specifically, defines a set of partially 
ordered activities that need to be performed in support of the airworthiness process to handle hazardous 
events (system and equipment failure or malfunction that may lead to hazard). This set of partially ordered 
tasks is known as Airworthiness Safety Assessment Process. This process, as newly stated in ARP4754A, is 
constituted of: Functional Hazard Assessment (FHA), performed at aircraft and system level, Preliminary 
Aircraft Safety Assessment (PASA), Preliminary System Safety Assessment (PSSA), System Safety 
Assessment (SSA) and, Aircraft Safety Assessment (ASA). Let us focus on Aircraft-level FHA. Aircraft-level 
FHA is aimed at identifying failure conditions and assessing all safety risks at aircraft level. Aircraft-level FHA 
takes in input the list of top-level functions plus the initial design decisions (architecture), the aircraft 
objectives and requirements. Based on the input received, the following set of steps is performed within 
the Aircraft-level FHA task: identification of all functions and corresponding failure conditions, 
determination of effects of the failure conditions, and classification of the determined effects. The final 
outcome of Aircraft-level FHA is the safety objectives and the derived safety requirements, based on 
identified & evaluated failure conditions. 
 
Avionics: RTCA DO-326A/ED-202A and ARP4761 comparison 

The Preliminary Aircraft Security Risk Assessment (PASRA) and the Aircraft-level Functional Hazard 
Assessment (AFHA), which are respectively defined in the above standards are further considered. By 
comparing PASRA and AFHA, commonalities and variabilities can be identified. PASRA and AFHA are both 
characterised by similar steps. PASRA and AFHA are both expected to produce in output a work product 
indicating the identified and evaluated conditions; such output can be seen as a partial commonality. 
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Commonality identification is not only useful for the purpose of reuse of cross-concern process 
information. It is also useful to enable in-depth co-assessment. As it was discussed by Gallina et al. [15], 
commonality identification and more in general SiSoPLE modelling would increase effectiveness since 
conflicts between safety and security will be dealt with early in the lifecycle and the risk of re-work later in 
the development cycle is reduced. SiSoPLE enables the alignment of multiple standards within a single 
model and thus it offers a means for the introduction of synergies between safety and security experts, 
avoiding potential conflicts. 

Automotive: ISO 26262 

ISO 26262 [62] regulates all phases of the entire lifecycle of the product (item), starting from the 

management and requirements specification phases up to the production release. The standard 

recommends the usage of a V-model at item level as well as at element (software and hardware) level. ISO 

26262 consists of 9 normative parts, each of which is structured into clauses. All the clauses state the 

objectives, inputs for the clause, recommendations and requirements to be fulfilled and finally the work 

products that are to be generated. Notes are also included. Notes are not normative and are expected to 

help the applicant in understanding and interpreting the requirements. Additionally, obligations on the 

corresponding methods are also imposed based on the assigned ASIL (Automotive Safety Integrity Level).  

Within this deliverable, the attention is limited to clause 8 of Part 6, which is related to the left-hand side of 

the software V-model, more specifically to Software Unit Design and Implementation. The first objective of 

this clause (Software Unit Design and Implementation) is to specify the software units in accordance with 

the software architectural design and the associated software safety requirements. A single activity (A1) 

can be identified for this purpose: A1-Specify the software units. The outcome for this activity is the work 

product Software unit design specification, which is the result of the application of the following 

requirements: 

¶ The requirements of this clause shall be complied with if the software unit is safety-related 
("Safety- related" means that the unit implements safety requirements).  

¶ Software units are designed by using a notation that depends on the ASIL and the recommendation 
level.  

¶ The specification of the software units shall describe the functional behaviour and the internal 
design to the level of detail necessary for their implementation.  

¶ Design principles for software unit design shall be applied depending on the ASIL and the 
recommendation levels to reach properties like consistency of the interfaces, correct order of 
execution of subprograms and functions, etc. 

 
Automotive: SAE J3061 

SAE J3061 [24] is a recently published Cybersecurity Guidebook, that provides a process framework for a 
security lifecycle for cyber- physical vehicle systems. SAE J3061 methods and procedures are very similar to 
the ones described in ISO 26262. This similarity allows the process to be applied in three different ways: a) 
separately from a system safety engineering process with integrated communication points, b) the two 
processes can be tightly integrated, or c) develop shared process and steps that are shared with safety, and 
then add the unique Cybersecurity process and steps. Options b) and c) have in common that they allow for 
cross-concern reuse. This reuse is specifically mentioned in part 8 Process Implementation of SAE J3061: "if 
a Cybersecurity process is tailored from an organization existing safety process and the processes are 
analogous to each other (share a common framework), then the Cybersecurity process can be developed 
by leveraging work that has already been done in the safety process development". However, in system 
safety the focus is on safety-critical systems, whereas in system Cybersecurity, both safety and non-safety-
critical systems are considered, since a Cybersecurity-critical system is a system which may lead to financial, 
operational, privacy or safety losses.  
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Within this deliverable, also in the case of SAE J3061, the attention is limited to a small portion related to 
clause 8, Part 6 of ISO 26262. 

Section 8.6.5 of SAE J3061 describes the Software Unit Design and Implementation phase in which one of 
the activities is the Design of the software units. The result of this activity is the Software unit design and it 
is related to two guiding principles on Cybersecurity for Cyber-physical systems. These principles are: 

¶ Design the feature with Cybersecurity in mind, starting in the concept phase of the development 
lifecycle. Engineers should consider Cybersecurity when defining the requirements that are to be 
met for the system and features.  

¶ Have status reviews to assess whether design work is on track to meet the Cybersecurity 
requirements.  

 
Automotive: Interplay and comparison between ISO 26262 and SAE J3061 

By comparing ISO 26262, clause 8 of Part 6 and Section 8.6.5 of SAE J3061, commonalities and variabilities 
can be identified. Thus, similar observation as for the avionics domain can be formulated. 

Moreover, it should be also observed that ISO 26262 is used to create a safety case where developers show 
that a system achieves a reasonable level of functional safety and is free of unreasonable risk. Functional 
safety concerns failures in electrical/electronic (E/E) components, which may lead to a hazard. 
Identification of hazards is performed with methods like hazard analysis and risk assessment and fault tree 
analysis. The ISO 26262-2011 concerning automotive functional safety does not mention any cybersecurity 
relation. This means that safety processes based on the first edition of the ISO standard did not cover any 
security aspects. 
 

 

Figure 8. Interaction between safety and security engineering 

However, the trend is towards implementing highly interconnected system functions in software, the 
systems are not isolated and they become cyber-physical. That implies security has to be part of the centre 
of interest. To overcome security issues, SAE J3061 is available to provide guidance for the development of 
cyber-physical vehicle systems. Its structure is analogous to the process framework from ISO 26262 but SAE 
J3061 introduces equivalent cybersecurity activities. 

The existing safety-related processes have to be expanded with methods like threat analysis and risk 
assessment and attack tree analysis. The overall management of functional safety has to be extended with 
the management of cybersecurity.  

An important aspect is the identification of the relationship between cybersecurity and safety. In some 
cases, cybersecurity influences only non-safety areas like privacy or financial impact. Our intention is to 
identify all possible ways how functional safety may be violated in the different development lifecycle 
phases. The concept phase intends to perform a risk analysis. In a combined process cybersecurity and 
safety risks will be identified jointly. In this context we have to consider that we have still risks which are 
only related to safety issues (e.g. hardware failure) and risks which are only related to cybersecurity (e.g. 
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attackers want to capture personal data). Cybersecurity risks without safety relation will be possibly 
identified but they are out of scope from our perspective.  

Based on analogies between safety and cybersecurity it is useful to define processes, which are integrating 
both topics. An integrated point of view is necessary because safety and security analysis will lead to 
measures, which have the task to mitigate identified risks, which can be caused by both disciplines. 

Co-engineering in our approach means to create integrated processes regarding safety and security. 
SiSoPLE is an appropriate method to bring activities from different domains together. It manages the 
handling of commonalities, variabilities and provides the opportunity to add optional activities. It improves 
the essential communication between the disciplines (see Figure 8). Furthermore, to tackle the co-
engineering demands the approach has to cover hazards, which arise due to the combination of safety and 
security risks. We need to perform a safety and security co-analysis. This type of analysis should guarantee 
that we identify potential hazards, which would stay undiscovered if only one discipline is examined in an 
isolated way. The measures from competitive disciplines must not influence each other in a not admissible 
ǿŀȅ όάŦǊŜŜŘƻƳ ƻŦ ƛƴǘŜǊŦŜǊŜƴŎŜέύΦ ¢ƻ ƳŀƪŜ ǎǳǊŜ ǘƘŀǘ ƛǎ ǘǊǳŜΣ ǿŜ ƘŀǾŜ ǘƻ ǇŜǊŦƻǊƳ ŀ ǘǊŀŘŜ-off consideration. 
Initially we had a trade-off between performance and safety, now we have to add cybersecurity as a further 
ŀǘǘǊƛōǳǘŜΦ ¢ƻ ŦƛƴŘ ŀ ǘƻƭŜǊŀōƭŜ ōŀƭŀƴŎŜ ōŜǘǿŜŜƴ ƳŜŀǎǳǊŜǎΣ ǿŜ ƘŀǾŜ ǘƻ ǊŀǘŜ ǘƘŜƳ ǿƛǘƘ ŀ άǘǊŀŘŜ-ƻŦŦ ƳŜǘǊƛŎέΦ Lƴ 
other words, developers have to decide how much impact is allowed for each of the safety and security 
measures. The metric is provided as an aid to find out the balance and as an argument why a specific safety 
security constellation has been chosen. Finally, all these arguments have to be collected in the assurance 
case, which covers the integrated safety and security case. 

The following paragraph describes the process development in EPF-C and the process execution with 
WEFACT based on an example. To illustrate the approach an exemplary process concerning verification of 
system design has been created in EPF-Composer. The process is based on ISO 26262 and SAE J3061. It 
ŎƻƴǎƛŘŜǊǎ ϦtǊƻŘǳŎǘ ŘŜǾŜƭƻǇƳŜƴǘ ŀǘ ǘƘŜ ǎȅǎǘŜƳ ƭŜǾŜƭϦΣ Ϧ{ǳǇǇƻǊǘƛƴƎ ǇǊƻŎŜǎǎŜǎϦ ŀƴŘ ά/ȅōŜǊǎŜŎǳǊƛǘȅ 
ŀŎǘƛǾƛǘƛŜǎέΦ Figure 9 shows the activities of the process in detail. 

 

Figure 9. Work Breakdown structure of process related to verification of system design 

The process is available in the work breakdown structure, which allows activity structuring. It is based on a 
verification pattern, which includes the general main activities related to verification. EPF-C stores patterns 
in the process foƭŘŜǊ ά/ŀǇŀōƛƭƛǘȅ tŀǘǘŜǊƴǎέΦ ¢ƘŜ ǾŜǊƛŦƛŎŀǘƛƻƴ ǇŀǘǘŜǊƴ ƛǎ ŜȄǘŜƴŘŜŘ ōȅ ǎǇŜŎƛŦƛŎ ŀŎǘƛǾƛǘƛŜǎ ŦƻǊ 
system design, verification, and cybersecurity verification. The extension of activities is a feature of EPF-C. 
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To use this feature additional tasks are defined and added to the pattern using the "Content Variability" 
function of EPF-C. This function allows the extension of tasks with input from other tasks. 

The example shows how cybersecurity is added to a process, which is mainly designed for functional safety 
consideration. Performing co-engineering is important because functional safety and cybersecurity issues 
are highly interactive. Cybersecurity can be taken into consideration by adding a safety and security co-
engineering loop [71]. In this loop, the developers make sure that the added cybersecurity measures do not 
influence the safety measures in an unintentional manner. It is important that interactive activities are 
considered jointly and not separately. The cycle stops when the system fulfils the demanded requirements. 

Once the process has been defined, it is ready for execution with WEFACT. Before an EPF-C model can be 
executed, it has to be exported from EPF-C to an XML file and subsequently imported to WEFACT. 

 

Figure 10. Process related to verification of system design in WEFACT 

Figure 10 shows the process model imported to WEFACT. It appears in the "Process Explorer" in the lower 
left corner. All activities of the process have to be on one level because the current version allows no 
structured processes. The next step is to connect requirements, input- and output files to the process. 
Requirements can be defined in WEFACT or they can be imported from a DOORS database, or the process 
model is created in EPF-C and imported into WEFACT in UMA format. 

Before the execution can be performed, workflow tools have to be defined and associated with the 
process. These tools use the available input files and produce output files according to the process 
specification. The lightning symbol in the upper right section of the process tab starts the tool. The button 
is enabled if the process is ready for execution. This is the case if the predecessor has been fulfilled and a 
tool has been linked. WEFACT provides the opportunity to fulfil processes manually by using the assigned 
button. The resulting output files are stored in a folder, which is under revision control by SVN. The 
appearance of a new file indicates that the process was executed successfully. The status changes to 
"successfully". 

WEFACT supports process execution activities, makes sure that requirements are fulfilled, related 
processes are executed properly and all work products are available. The generated work product files are 
used as evidence in the assurance case. The deliverables D1.5 to D1.7 demonstrate the methodology, by 
applying it in automotive case studies. 
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The question, how can we define a metric to evaluate trade-offs, needs further investigation; in particular 
the following two aspects need to be taken into consideration: 

ω Risk reduction (e.g. overall risk decreases, even though safety or security risk may increase) 

ω Lifecycle costs (e.g. engineering and production costs may increase) 

The idea of safety and security interaction is at the moment discussed in standard committees and should 
appear in the next release of ISO 26262. 

2.1.4 Co-assessment for Safety and Security Assurance (*) 

Parallel to process-related assurance assessment, product-related co-assessment is to determine the 
effectiveness of functional safety measures and functional security measures with respect to their safety 
and security objectives. The safety and security objectives can be specified by the requirements. 
Assessment methods include verification, validation, and testing. The results of the assessment can be used 
for safety and security argumentation in assurance cases [67]. 

Industries such as nuclear, aviation, railways, and their regulatory agencies have over the years developed 
standards, analytical techniques for safety assessment with interdisciplinary applications. Different lifecycle 
phases have to be covered for the safety assessment during the design and development of dependable 
systems.  This starts with a description of functional hazard assessment (FHA), followed by the preliminary 
system safety assessment (PSSA) and system safety assessment (SSA).  The aerospace industry has amongst 
the most rigorous standards. An important guiding document for safety in the development of new aircraft 
is ARP 4761 [20]. The methods employed are qualitative, quantitative, or both. The development process is 
iterative in nature with system safety being an inherent part of the process. The process begins with 
concept design and derives an initial set of safety requirements for it. During design development, changes 
are made to it and the modified design must be reassessed to meet safety objectives. This may create new 
design requirements. These, in turn, necessitate further design changes. The safety assessment process 
ends with verification that the design meets safety requirements and regulatory standards [20]. These 
techniques are applied iteratively. Once FHA is performed, PSSA is performed to evaluate the proposed 
design or system architecture. The SSA is performed to evaluate whether the final design meets 
requirements. 

The Functional Hazard Assessment (FHA) is performed at the beginning of system development. Its main 
ƻōƧŜŎǘƛǾŜ ƛǎ ǘƻ άƛŘŜƴǘƛŦȅ ŀƴŘ ŎƭŀǎǎƛŦȅ ŦŀƛƭǳǊŜ ŎƻƴŘƛǘƛƻƴǎ ŀǎǎƻŎƛŀǘŜŘ ǿƛǘƘ ǘƘŜ ǎȅǎǘŜƳ ōȅ ǘƘŜƛǊ ǎŜǾŜǊƛǘȅέΦ ¢ƘŜ 
identification of these failure conditions is vital to establish the safety objectives. This is usually performed 
at two levels, for the example of aircraft industryτat the completed aircraft level and at the individual 
system level. The aircraft level FHA identifies failure conditions of the aircraft. The system level FHA is an 
iterative qualitative assessment which identifies the effects of single and combined system failures on 
aircraft function. The results of the aircraft and system level FHA are the starting point for the generation of 
safety requirements. Based on this data, fault trees, FMEA can be performed for the identified failure 
conditions which are studied later. ARP 4761 provides guidelines on how an FHA should be conducted. 

The Preliminary System Safety Assessment (PSSA) is a systematic examination of the proposed system 
architecture to examine how failures can lead to the functional hazards identified by the FHA and how 
safety requirements can be met. The PSSA addresses each failure condition identified by the FHA in 
qualitative or quantitative terms. It involves the use of tools such as FTA, Dependence Diagram (DD), and 
Markov Analysis (MA) to identify possible faults. The use of these is discussed later. The identification of 
hardware and software faults and their possible contributions to various failure conditions identified in the 
FHA provides the data for deriving the appropriate Development Assurance Levels (DAL) for individual 
systems. The process is iterative being performed at the aircraft level (for the case of airplanes) followed by 
individual system levels. 

The System Safety Assessment (SSA) is a systematic, comprehensive evaluation of the implemented 
system to show that qualitative (system development assurance levels, item development assurance levels, 
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hardware design assurance levels and software levels) and quantitative (safety-related reliability targets) 
safety requirements, defined in the FHA and PSSA have been met. The SSA integrates the results of the 
various analyses to verify the overall safety of the system and to cover all the specific safety considerations 
identified in the PSSA.  The SSA process documentation includes results of the relevant analyses and their 
substantiations as needed.  The output of the SSA is used as an input for the Safety Case. 

Co-verification and validation has been extensively discussed in D4.1 [1] Section 4.1.3. Regarding security 
testing, it is the process of exercising one or more assessment objectives under specified conditions to 
compare actual and expected behaviour.  

Security assessment is domain-specific. In the following, we use an example in the automotive domain to 
explain the principles and common methods in security assessment.  

Security assessment can generally be divided into two parts [31]: a theoretical security assessment and a 
practical security assessment. The theoretical security analysis identifies and understands the security 
weakness of an automotive CPS system based on a paper-based evaluation of the corresponding system 
specifications and documentations, for example, Threat Analysis and Risk Assessment (TARA) as described 
in SAE J3061.  Methods such as architecture review, threat modelling, and attack tree can be used to 
identify attack surface, entry point, weakness in cryptographic algorithms, and potential attacks. However, 
the theoretical security analysis does not identify implementation flaws or the deviation of the 
implementation from the specification. Moreover, it cannot detect vulnerabilities that are part of 
insufficiently documented specification or flaws hidden in components from a third-party from the supply 
chain.  

The practical security assessment can discover implementation errors that might be exploited by an 
attacker. It can also find unspecified functionality and deviation to the specification. Practical security 
assessment includes functional security testing for testing security-related functions for correct behaviour 
and robustness, vulnerability scanning to test the system for known-vulnerabilities, fuzzing to find new 
vulnerabilities of an implementation by sending malformed input to the target system to check for 
unknown, potential security-critical system behaviour, and penetration testing to mimic an intelligent 
human attacker to identify and exploit all vulnerabilities in a sophisticated way based on hacking 
experiences.  However, practical security testing cannot give assentation on completeness of the test. 
Hence, it should always be complemented by a theoretical security testing to identify possible security 
flaws. 

In the Industrial Automation and Control System (IACS) domain, security assessment often involved various 
security test methods, including stress test, port scan, vulnerability scan, protocol fuzzing. In stress test, a 
Denial of Service attack is launched on all TCP/IP protocols to ensure that the product can provide 
appropriate resistance against the attack. In port scan available ports (e.g. FTP TCP port 21) are targeted 
with malicious software which may lead to malfunction of system. In vulnerability scan, a software scanner 
is used to detect known vulnerabilities of the used and documented TCP/UDP ports and services, e.g. 
HTTPS port 443. In protocol fuzzing, a software fuzzer is used to cause a denial of service attack or a 
targeted system crash, by exploiting access violation or untreated program state. Variables in protocol 
fuzzing include features and constraints, forbidden or reserved values, linked parameters, and filed sizes.   

To implement fuzz testing method, a test platform (Figure 11) can be tailored for security testing of IEC 
61850, using a fuzzing simulator, IEDs, a remote-controlled power strip, and a switch [32]. 








































































































