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Executive Summary

The deliverable D4.1 (Baseline and requirements for reolticern assurance) is the output of the task
T4.1, which falls within the scepof the Scientific and Technical Objective 2 (STRIZAMASSwhich

focuses on Multconcern Assurancén the AMASS project, we aim to exploit the existing OPENCOSS and
SafeCer approaches and extend them to provide a-sapported methodology for the delopment of
assurance cases which address multiple system characteristics (mainly safety and security, but also other
dependability aspects such as availability, robustness and reliability). Therdfiiseddcumentexposes

some wak results in the statef the at and the state of the practicef multi-concern assurance.

This deliverable presents the concepts and main challenges (S&ctidren facing with muléconcern
assurance during the development of cykysical system (CPS). We identified three main challenges:

1 Dependability Assuranc®lodelling This is related with the needs to enrich the concept of
G! dadzN> yOS /| &dddern aspeit& deyedrlericies, overlapping, contradictory
arguments, and the like. We mudind the mechanisms, means and guidelines to model
dependencies, overlapping, contradictory goals/claims, etc.

f ContractBased Multiconcern Assurande ¢ KS OKI £ £ Sy3asS Aa (20 S3BREYR
compositional solution (related to WP3 in the profeso that we make it versatile enough in order
to support various kind of properties (safety, security, reliability, etc.) in assumptions/guarantees.

1 System Dependability €malysis/Assessmenthis topic relates to understanding the interplay
between curity and safety (and other concerns) while evaluating and designing CPS architectures.

We report the state of the art in these areas by looking first to all dependability attributes (S&ctod

the related work of multiconcern design and assurance in the different phases of the CPS lifecycle. We
then look to the specific cases of safety and securitgmgineering as developed in the literature. This case

is highly relevant to AMASS sirbe increasing amount of cybeattacks around the world demonstrates

that safetycritical systems are not that safe as the safety engineering community pretend, if those critical
systems are not enough secure.

We then look at the state of the practig&ectiod) in multi-concern assurance. In this section, domain
specific standards with dependability attributes including safety and security are collected andeanaly
The aim of this review is to gain an overview of the perspectives and approaches to degigndabi
different domains, in order to facilitate the development of mwdtincern assurance concept and toolchain
in the rest of the project.

We finally summarize the main findings and way forward (Sed@jom this WP. The ANSS project
requirements related to muliconcern assurance are being collected in deliverable D2.1, as part of the
whole project requirements.

This deliverable in the input of the task 4.2 (Conceptual approach for tuittern Assurance) and is
related  the D4.2.

H2020JTIECSERO1S5 # 62474 Page7 of 82
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1. Introduction

The aim of this report is to describe existing approadwesnulti-concern assurance, particularly paying
attention to the integration of multiple concerns within a mod®sed assurance framework. This
deliverable presents theesults of the stateof-the-art survey of multiconcern assurance. It focuses on the
identification of relevant assurance concerns for inclusion in the AMASS framework, and on the
ARSYGAFAOLIGARZ2Y 2F I NBFa ¢gKSNB (KSS aavrosileffegfizdl bel S OK \
deployed in AMASS.

This introductory chapter is aimed at recalling the context of the AMASS project as well as the objectives
and expected results that pertain to this document.

Embedded systems have significantly increased imbwer, technical complexity, and sophistication,
moving towards open, interconnected, networked systems (such as "the connected car" and the cloud),
AYyGSaANFY GAy3a GKS LIKeaAOolf YR RAGR&&X Olgi2 N RZ( KA
Gybert KEAAOItE RAYSyarzy Aa SEIFIOSNBIGAYy3I GKS LINRoOf S
and reliability in the presence of human, environmental and technological risks. Furthermore, the products
into which these CybedPhysical System&PS) are integrated (e.g. aircrafts) need to respect applicable
standards for assurance and in soareasthey even need certification.

Unlike practices in electrical and mechanical equipment engineering, CPS do not have a set of standardized
and harmonzed practices for assurance and certification that ensure safe, secure and reliable operation
with typical software and hardware architectures. As a result, the CPS community often finds it difficult to
apply existing certification guidance. Ultimatelthe pace of assurance and certification will be
determined by the ability of both industry and certification/assessment authorities to overcome
technical, regulatory, and operational challenge&.key regulatoryrelated challenge has to be faced when
trying to reuse CPS products from one application domain in another because they are constrained by
different standards and the full assurance and certification process must be applied as if it were a totally
new product, thus reducing the return on investmentsafch reuse decisionSimilarly, reuse is hindered
often even within the same domain, when trying to reuse CPS products from one project to another, where
assumptions change together with the criticality level.

To face all these challenges, the AMASS @qugit focuses on the development and consolidation of an
open and holistic assurance and certification framework for CPS, which constitutes the evolution of the
OPENCOSS and SafeCer approaches towards an archidrbere multiconcern assurance, and
seanlessly interoperable tool platform.

The AMASS tangible expected results are:

a) The AMASS Reference Tool Architectursyhich will extend the OPENCOSS and SafeCer
conceptual, modelling and methodological frameworksr architecturedriven and multiconcern
assurance, as well a®r further crossdomain and intradomain reuse capabilitieand seamless
interoperability mechanisms (based on OSLC specifications).

b) The AMASS Open Tool Platformwhich will correspond to a collaborative tool environment
supporting CP&ssurance and certificatiorf.his platform represents a concrete implementation
of the AMASS Reference Tool Architecture, with a capability for evolution and adaptation, which
will be released as an open technological solution by the AMASS project. AM#®@8ness is
based on both standard OSLC APIs with external tools (e.g. engineering tools including V&V tools)
and on opensource release of the AMASS building blocks.

c) The Open AMASS Communitywhich will manage the project outcomes, for maintenance,
evolution and industrialization The Open Community will be supported by a governance board,
and by rules, policies, and quality models. This includes supporAKMASS base toolgtool
infrastructure for database and access management, among othersd»xdadson tools (enriching

H2020JTIECSERO1S5 # 62474 PageB of 82
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AMASS functionality). As Eclipse Foundation is part of the AMASS consortitto)atsys/Eclipse
community (www.polarsys.oryjis a strong candidate to host AMASS.

To achieve the AMASS resuls, depicted irFigurel, the multiple challenges and corresponding project
scientific and technical objectives are addressed by different ypadkages.

Component  Module Assurance
Release Case Development

AMASS Platform Basic Building Blocks

. N Common Assurance &
System Component Assurance Case Evidence Compliance Certification Metamodel
Specification Specification Management Management (CACM)
L WP6 _|
N r =l

[P e e e e e e e i
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1 . - 3 Q
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. - > _§'<:> @ & Development  Quality
Cross/intra-Domain Reuse (STO4) Seamless Interoperability (STO3) °2 : c2 Management
S S Fl

Figurel: AMASS Building blocks

WP4 aims at ad@ssing multiconcern assurance. More specifically, with respect to the AMASS goals, this
deliverable presents the background in terms of problem and solution space related to: Goal 3 (G3), the
corresponding project objective O2, and to the project scieanénd technical objective (STO) 2. G3, O2 and
STO2 are recalled here to make the deliverable smihtained.

G3: to demonstrate a potential raise of technology innovation led by 35% reduction of assurance and
certification/qualification risks of new CPSroducts.

02: define a multiconcern assurance approach to ensure not only safety and security, but also other
dependability aspects such as availability, robustness and reliability.

STO2which focuses on multoncern assurance, is constituted of tersubobjectives:

1 Dependability Assuranddodelling
M ContractBased Multiconcern Assurance.
1 System Dependability @dnalysis/Assessment.

In addition, WP4 is responsible for consolidating the previous works on giagtern assurance as well as
multi-O2 Yy OSNY | a&ddz2N> yOS Ay 2NRSNJ 42 RSaA3dy yR AYLX S
{ LIS OA T Figurel). M8&syrancedCase Specification builds upon the industrial standards. That is: (a) what
the standards defia and (b) how assurance cases can be structured as well as how®@nghkrn cases

can interplay.
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To achieve STO2, WP4 is structured fota tasks. The purpose of this deliverable is to document the work
conducted during Task41 (Consolidation of theCurrent Approaches MulConcern Assurance). More
specifically, the purpose of the deliverable is mtold:

1) to analyse the problem related to multoncerns in order to understand its multifaceted nature;
2) to present a corresponding state of the art;
3) to present the current state of practice; and finally, based on these fingdings

4) to present a consolidation of existing results and profit from ongoing and past projects as well as
available technology in the market are proposed.

More specifically, basednathe investigated state of the art and state of practice approactiesr gaps are
identified to come up with a way forward enabling the formulation of requirements to achieve the-multi
concernoriented vision of AMASS covering crucial concerns as et trade-offs. This activity will serve
to ensure both the innovation of the project and future feasibility of exploitation of results.

H2020JTIECSERO1S5 # 62474 Pagel0of 82
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2. Problem Statement and Concepts

2.1 Dependability Background

JeanClaude Laprie introduced ii] a set of basic definitions of dependability covering various system

attributes (cf. Figure 2). The author states that dependability is defined as the trustworthiness of a
computer system such that reliance can justifiablypbeced on the service it delivers. The service delivered

by a system is itbehaviour,as it is perceived by its user; a user is another type of system (human of
physical) which interacts with the former.

Depending on the application intended for the syst, different emphasis may be put on different facets of
dependability, i.e. dependability may be viewed according to different, but complementary, properties,
which enable the attributes of dependability to be defined:

1 With respect to readiness for usagiependable means available;

1 With respect to continuity of service, dependable means reliable;

1 With respect to avoidance of catastrophic consequences on the environment, dependable means
safe;

1 With respect to the prevention of unauthorized access and/andieng of information, dependable
means secure.

— FAULTS
— ERRORS
— FAILURES

— THREATS

— AVAILABILITY

— RELIABILITY

— SAFETY

— CONFIDENTIALITY
— INTEGRITY

— MAINTAINABILITY

DEPENDABILITY —— ATTRIBUTES—

— FAULT PREVENTION
— FAULT TOLERANCE
— FAULT REMOVAL

— FAULT FORECASTING

— MEANS ———

Figure2: Dependabilityq Basic Concepts and Terminoloffyj

In the same line of that definition where security is considered as aibaté of dependability, the work
presented in [2] provides a novel approach to security, intended to facilitate and improve this integration.
This is accomplished by taking a dependability viewpoint on traditional security and interpreting it in terms
of system behaviour and fault prevention (cf. Figure 3). The author defines a modified security concept,
comprising only fault prevention characteristics and a new behaviouristic concept, privacy. He also claims
that the outcomes of this interpretation wilhfluence the integration of the other three dependability
attributes.

H2020JTIECSERO1S # 62474 Pagellof 82
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fault

fault prevention
intfroduction  (e.g. security)
(e.g. attacks)
L
+ S availability
Y » USER
NON- S
USER £ conﬂdennaht;‘fh NON.
M " | USER
integrity
(availability)
(confidentiality)

Figure3: Understanding security in dependability terms [2]

On the other hand, in the work presented|8] the author does notonsider security as a stdttribute of
dependability. He begins by givirthe main definitions relating to dependability, a generic concept
including such attributes as reliability, availability, safety, integrity, maintainability, etc. and considers
dependability as an integrating concept that encompasses the following attributes:

Availability: readiness for correct service;

Reliability: continuity of correct service;

Safety: absence of catastrophic consequences on the user and the environment;
Integrity: absence of improper system alterations;

Maintainability: ability to undergo modifications and repairs;

Security: brings in concerns for confidentiality, in addition to availability and integrity.

=A =4 =8 =8 -8 -9

The author claims that when addressing security, an tewdil attribute has great prominence,
confidentiality, i.e. the absence of unauthorized disclosure of information. Security is a composite of the
attributes of confidentiality, integrity, and availability requiring the concurrent existence of 1) avigyabil
F2N) [ dzi K2NAT SR [ OlA2ya 2yfteés nwo O2yFARSYGAFfAGEEX
Figure 4 summarizes the relationship between dependability and security in terms of their principal
attributes.

— Availability —
—  Reliability

—  Safety
Confidentiality —
— Integrity —
— Maintainability

Dependability — — Security

Figure4. Dependability and security attributes [3]

It is commonly accepted that security and dependability largely represent two different aspects of an
overall metaconcept that reflects the trust that we put in a computer systérhere exist a large number

of models of security and dependability with various definitions and terminology. This position presented in
[4] suggests a highlevel conceptual model that is aimed to give a novel approach to tha.a'he model
defines security and dependability charactéds (igure5) in terms of a system's interaction with its
environment via the system boundaries and attempts to clarify the relation between malicious
environmental iffluence, e.g. attacks, and the service delivered by the system. The model is intended to
help reasoning about security and dependability and to provide an overall means for finding and applying
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fundamental defence mechanisms. Since the model is-leighl and conceptual, it must be interpreted
into each specific subrea of security/dependability to be practically useful.

PROTECTIVE CORRECTNESS BEHAVIOURAL

ATTRIBUTE ATTRIBUTES
environmental influence: system behaviour
delivery-of-service
OBIECT - USER
- SYSTEM reliability/availability
fault afety) /
introduction (safety)
THREAT ~ni: arvice
integrity vuinerability denial-of-service
— | NON-USER
confidentiality/exclusivity
(safety)
attack, intrusion, failure

external fault error

INTEGRITY CORRECTNESS TRUSTABILITY
(“Security”) (“Dependability”)

Figure5: An integrated model of security and dependability [4]

2.2 Safety and Security CBngineering Background

As the AMASS project will focus initially on extending the OPENCOSS and SafeCer approaches to address
those aspects of security which impact on safety issuesldpendabilitycritical cyberphysical systems, it
is important to focus on integration of s&f/ and security.

Among other dependability attributes, it is essential to underline the synergies between safety and security
concerns, especially those aspects of security, which affect safety issues.

In the literature, several work [15][16][17][1881[20][21] have been proposed to tackle the synergies
between safety and security. Whereas functional safety is part of the overall safety (freedom from
unacceptable risk of harm) that depends on a system or equipment operating correctly in response to its
inputs, security is concerned with the protection of assets from threats, where these are categorized as
GGKS LROGSYGALFE F2NJ FodzasS 2F LINRPGSOGSR FaaSiaé¢o
malfunctions while security does it from (delila¢e) attacks. In fact, information security for safety related
system has become a real issue and they seem to be in a kind of Ying Yang relationship. A remarkable
example would be the one related to the cockpit cabin: from a security point of view, ilghe locked
whereas from the safety point of view it should open in case of emergencies. This concept is addressed by
the SEMA paradigm [16] where the six boxes give thenstions for the domain organized according to

the system environment, and themalicious- accidental dimensions: Faafebehaviouris important from

a safety perspective but conflicts with the security requirement of availability. Together, they constitute the
SEMA framework, which can be used to clarify terms and ambiguitiesebatgafety and security, in order

G 2 amaly8ethe consequences of their eexistence when dealing with the notions of security and safety

in a multiddomain, crosO dzf G dzN> £ SYGBANRYYSYy (é @
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The SEMA paradigm

Env. =p Syst. Syst.C=pEnv.  Syst. => Syst.

Robustness | Containment

)
Reliabili B
Ability ty 5

Accidental

Figure6: The SEMA paradigfi6]

In fact, safety and security share fundamental important concepts, which can be inherited from
dependability. Since it is important to understand the potential synergies between safety and security, the
goals of both dependabilitytaibutes areanalysedn the following table:

Tablel: Safety and Security Goals

Goals Safety Security
Integrity Demands the correct operation of the systg Unauthoized entity must not be
under all defined circumstances with in a fix| able to change data withou
period of time. being detected

Divided into stochastic (hardware) integrity al
systematic integrity.

Authentication | Demands that message comes from the corrf Allowing to determine the
source sendefcreator of a mesage
A common approach is source based addressir

Avalilability Not necessarily a direct safety goal since a-n Mandating that data is omand
available system can find a simple fgdife state| when it is needed
by going to neoperation

Authorizatin Implemented implicitly by allowing authenticateg Defining access rights
operation. Additionally, a check for maximu
plausibility is sometimes applied, for example
check timing values.

Confidentiality | -- Only authorized entities must b
able to readconfidential data

Non-Reputation| -- Evidence that the sender
creator of a message issued tf
message.

After having explained the main goals regarding safety and security, the risk assessment challenge is
another important issue to tackle. Some workthe one done by22] presents a way in which safety and
security risks are separately addressed by means of their separate methods but as part of the Hazard
Analysis and Risk Assessment.
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The Safety, Security Risk Model

Measured on
Factors: Human Safety
Severity, suchas
Exposure and Damage and
Random HW Centrollability Injuries
Failures Cause With
Sl Risk |:> Consequences
Hazards

Systematic
Failures
(SW/HW)

M:’E:’gated
br

*Additional With .
, Paths! Redundancy Functional
Deliberate o and Monitoring | Safety Concept
Manipulatiops Measures

*Turn off
Monitoring!

@ Leads to

Safe State

Safe State with
"Prevent Reduced
Reaching! Functionalit

= POSSible AttACKS iy it omircte Tt o sy

Figure7. The Safety, Security Risk Modéah]

Whereas safety deals with risks arising because of natural random causes, security does it with threats
inherit due to intentional causes.

A Comparision of Risk Models
Threats Consequences Risk Factors Methods
» Internal - Damage Severity | Exposure - Standardized
+ External « Injuries J = Controllability thru. 15026262
wn Note: - Structured
2.+ RandomHW Consequences conespond to *  High Maturity
'_%. errors the kfaclm Sewerity in Safety » Costnota factor
. : Risk Assessments :
Sﬁtema tic = Legal-non compliance and loss In tr??‘tme nt
Failures of customer Tust are addressed decisions
implicitly by safety
» External = Human Safety - Attacker »  Qualitativeand
T Human Security Capability Proprieitary
”lf!‘a“' Critical Infrastructure |« Attacker - Maturitynot
% ma Icous - Legalnon- Motivation comparable
o ml-pa_m-non compliance +  Difficulty in + Costisafactorin
=3 R‘J\a IC'l_IfJUS «  Finanical losses exploiting risk treatment
= Ng:.;ralilman « Operational losses Vulnerability decisions
. * Customer Trust - Existing
Note: Internal faults are « Intellectual Property defense Note: Natural/Random causes
called Vulnerabilites vs. Intelligence

Figure8: Comparison 6the safety and security risk mode[45]

It is important to remark that safety and security fields have been mostly treated as two different fields so
far. Therefore, the need to understand how requirements and measures émenconcern may impact the
other one is of vital importance. To do so, two main approaches are considered: unification versus
integration. Unification stands for a single methodology where the outcome is a single set of requirements
describing safety andsecurity. Conversely, the smlled integration or harmonization approaches
investigate the similarities and differences of both concerns and tries to bring them into alignment by
producing separate safety and security requirements. Once they are progefiged, the interaction
between each other is shown in order to identify possible conflicts.
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Transition to Support 1 amg—, Vi
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Evolving Security Threats, Technology and Obsolescence

5
i
Obsolescence and
Withd rawal
A1 - Ensure security and operational concepts align R1 - Ensure security risk are considered in hazard analysis
A2 ~ Ensure safely and operational concepls align R2 ~ Ensure safely requirements are allocated
A3 - Ensure controls are free from conflict R3 - Ensura security requirements are allocated
A4 — Ensure validation includes compatibility R4 - Ensure security vulnerabllity updates are cond ucted

A5 — Ensure security updates don't compromise safety RS - Ensure secure information is removed before disposal
A6 — Ensure functional updates don't compromise safety V1 - Ensure safety requirements are valdated and match current risk
A7 ~ Ensure functional updates don't compromise securty V2 - Ensure secunty requirements are validated to vulnerabilities

Figure9: Key alignment points between safety and security7]

As already stated, both concerns shamme similarities as well as differ in other aspesee{able2).
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Table2: Assessment similarities and differences between safety and security

Similarities Differences
S|m|l_ar techniques to assess tIn_epact of possible Basis for comparison Safety Security
failures on the overall behaviour of a system
Both forms of dependability The intend behind Hazards Threats
Safety FT .
Patterns/Mecha Security Rtterns/ Causes Accidental Deliberate
I . Measures/Controls]
Similar Fault | nisms/Measures
Tolerance (FT HW, SW, .
. _ . Continuous
techniques temporal and . o oo Failsilent/Fait .
. . segmentation Failing Criteria operating/
informational safe o
Availability
redundancy

Risk Assessment (e.g. Hazard Analysis and Ris|
Assessment/ Threa Analysis and Risk Assessment]  Assessing a security | Quantitative:

Safety and Security Goals, Safety and Security | threatis different from SIL Qualétﬁtlve:
Requirements, Functional Safety and Security Conc| assessing a safety (Safety (Security Level)
(Fault Tolerant Architecture/ Intrusion Tolerant hazard Integrity Level) y

Architecture), Safety and Security Assurance

In fact, safe systems need to be secured or in the other way around, if the they are not secure they are not
safe. Asdepicted inTable?2, a safety analysis that does not consider hazards that could be caused by
underlying security vulnerabilities is deficient. Novel methods such as FMVEA (Failure Modes,
Vulnerabilities and Effects Aryais)[84] or extended faultrees need to be carried out.

Table3 analyseseveral safety and security engineering tools and methodoldgis

Table3: Overview of safety and security tools and methods

SafetyOriented Approach Adaptation to Security Category (Means)
From Safety To Security
Architectural Faulttolerant architectures | Intrusiontolerant Fault Tolerance
Concepts architectures
FRS technique; survivab
networks
Diversitybased intrusion
detection
Defense in depth Defense in depth/security if Fault Tolerance
depth
Graphical Fault Trees Threat trees, attack trees | Fault Forecasting
Modelling Dynamic Fault Trees Dynamicattack trees Fault Forecasting
BDMP BDMP for security Fault Forecasting
Structured  Risk HAZOP HAZOP for security Fault Forecasting
Assessment Vulnerability identification| Fault Forecasting
& Analysis HAZOPs
Sneak Circuit Ahgsis Sneak path secuyi Analysis | Fault Forecasting
Zonal Analysis Security Zonal Analysis Fault Forecasting
Safety Cases Security Assurance Case | Other/Prevention
FMEA IMEA Fault Forecasting
GEMS GEMS for security Fault
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Testing

SIL (Safety Integrity Level)
Fault Injection

Software reliability growth

SAL (Security Assuran
Level) & SL (Security Level
Fault Injection , Fuzzing

Software security growth

modelling

Prevention/Removal

Fault
Prevention/Removal
Fault
Removal/Forecasting
Fault Forecasting

From Security td&Safety

Architecture

Graphical
Modelling

Security Kernel

Misuse case

Misuse sequence diagram

Safety Kernel

Misuse case for safety

Failure sequence diagram

Fault
Prevention/Tolerance
Fault Forecasting

Fault Forecasting

Formal Modelling | Nortinterference Safebehaviours Fault Prevention
LINE LIS NJdédxcibiltyy | formalization (failsafe, fail
causality stop, etc.)
Integrity-oriented accesy Model with multiple levelg Fault Prevention
control models (e.g. Bib| of integrity (Totel’s Model)

model)

In order to achieve the desired level of system dependability both safety and security must be ensured.
Furthermore, a comprehensive integration of the functional safety and security analysis is very important
and it is currently a challenging issue. This melas $ecurity must be balanced with the required level of
functional safety. This way, security issues need also to be taken into account when preparing safety cases
and engineers from both fields need to work together.

2.3 Concept of Security Assurance

Closelyrelated to the aforementioned aspects, the concept of security assurance generally refers to the
O2yTARSYOS Ay I aeadasSyQa I oA fThelsurity &surdricel doképtinds | y R
multiple elements, including security controls, assure processes, assurance technigues, the assessment

of assurance level, and the generation of assurance evidence. The concept of security assurance is
manifested in several intarelated terms, depending on the assurance target and the beneficiary of the
assurance effort.

Information assuranceis defined as the measure of confidence that the security features, practices,
procedures, and architecture of an information system accurately mediates and enforces the security
policy. Information assurance is alader concept than security assurance, as it encompasses not only the
protection of computing equipment against attacks but also management, personnel, training and law.

Software assurancés a term used commonly by software vendors to refer to the tixacof reducing
vulnerabilities, improving resistance to attack and protecting the integrity of their software products. The
main focus of software assurance, from a vendor's point of view, is on the security, reliabditgality of
software products

High-assurance systemsefer to systems that are securitysafety, and missiorcritical. Although the
denotation of high assurance to a system is subjective, it usually hints that the system requires
dependability attributes in addition to security.igth assurance systems require more rigors in analysis,
verification, testing, and documentation, e.g. using assurance techniques such as formal verification or
building upon verified atdtecture model and components.
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Cybersecurity assurancés a term usd by regulators to force operators or asset owners to be compliant

with assurance requirements or schemes. These assurance schemes specify policies and standards, baseline
assurance processes and security controls according to identified risks, as vilel psocedures for
reporting. Cyber security assurance can be expressed in a checklist of specific security controls to which an
asset owner must comply.

2.4 AMASChallengesn Multi-Concern Assurance

In order to leverage the benefits of development methaatgies, and progress beyond the state of the art,

it is important to consider other aspects than safety as a part of the assurance framework. In the literature,
GRSLISYRIFIroAfTAGRE Ad 2FGSYy dzaSR | a | ISy SNahyfaroie SNY
in assurance.

The OPENCOSS project has developed an approach for mapping safety assurance artefacts, techniques and
requirements across domains, using the OPENCOSS CCL to resolve the inconsistencies in terminology across
the target domains ad to support informed reuse of assurance assets. The SafeCer project has developed
methodological guidelines (namely, Safetyented Process Line Engineering, extensible to Saieénted
Process/Product/Safety Case Line Engineering) to enable-amdsatra-domain reuse viapecificationof
commonality and variability. Also, the compositional certification approaches developed in OPENCOSS and
SafeCer further support reuse by encapsulating assurance concerns for individual components into
reusable assance argument modules and by providing a mechanism to configure these modules to form

an overall system assurance case.

In the AMASS project, we aim to exploit the existing OPENCOSS approach and extend it to prowide a tool
supported methodology for the evelopment of assurance cases, first tackling safety and security, with an
extensible approach to address multiple dependability characteristics. We aim to extend the compositional
certification approach to address multiple concerns. The OPENCOSS @@lbdekts relatively generic,

and its extension to support the reuse of assurance data relating to other dependability characteristics
requires further domain modelling but no fundamental-@agineering of the approach. Similarly, the
OPENCOSS vocabulaijl require the addition of further concepts, but OPENCOSS techniques for using
vocabulary to aid transfer and reuse of assets across domains are readily extensible. The draséaty
identification of commonalities and variability, explored within S&fieQvill be reconsidered to identify
commonality between safety and security assessment processes. fRased methodological solutions
developed can SafeCer could also baised to enable the systematization of commonality and variability
between safetyand security processes. In AMASS, particular attention will be paid to security aspects of
cyberphysical systems, where there are clear opportunities for the reuse of safety assets. As discussed
below, there are some challenges to the extension of th&REOSS metamodels and technologies for
multi-concern assurance, including for security.

There are threechallengingaspectsin AMASS for the development of assurance solutions with multiple
system characteristics

2.4.1 Dependability Assuranc&lodelling

Singlec2 Yy OSNY ¢ at ¥Ste OFIasSa FNB O2yyzyfeée dzaSR Ay GKS
industrial sectors, most notably in defence, aerospace, the power industry, nuclear marine and medical
devices. Reliability cases and maintainability cemes also used in some development contexts. The
potential for developing security cases is also increasingly being realised. We must stress the importance of
considering security throughout the system design and development, rather than using dnquost
approach and identifying security flaws after the system is deployed.

The OPENCOSS CCL metamodel is relatively generic, and its extension to support the reuse of assurance
data relating to other dependabilityelated attributes requires considerable fughdomain modelling, but
no fundamental reengineering of the approach. Similarly, the CCL vocabulary will require the addition of
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further concepts, but the vocabulatyased and modebased techniques for using mappings between
concepts are readily transfable. From a methodological point of view, the SafeCer Saféynted
Process Line Engineering and its initial vidlased extension of Securityformed Safetyoriented Process
Line Engineering remain valid. However, theiodellingmeans may requiréo be extended (though the
AMASS CACM metamodel) to explicitly address additional dependabléted attributes.

In AMASS, aiplanto define how to extend Safety Cases (as an artefact to provide a justified argument for
assuring safety) with other relamt concerns such as Security, etc. The idea is to enrich the concept of
G! dadzN> yOS / koacsrh aspektsi Mepevidiaiciésh overlapping, contradictory arguments, etc.
Here, the concerns could be complemented by other properties (availability, amaatdility, etc.). The
objective is to provide the mechanisms, means and guidelines to model dependencies, overlapping,
contradictory goals/claims, etc.

2.4.2 ContractBased Multiconcern Assurance

The various aspects of dependability coexist, sometimes in traymvith one another and sometimes in
conflict, and there are complex dependencies and traffe between them. For example, there is a
potential conflict between the safety of an aircraft and its availability. In order to fly the aircraft with all of
its safetyrelated systems fully functional, there is a need to perform extensive, costly system maintenance,
which means that the aircraft is regularly out of service. For the aircraft to fly without these systems,
however, would adversely affect its safetHowever, in some circumstances, for very limited periods of
time, an aircraft is permitted to operate with less than its full complement of safelgted functionality: a
reduction in the safety of the system is permitted (for example, by acceptaratdlth system can operate

with reduced redundancy in its configuration) in order that the mission can be successfully completed. In
2NRSNJ (2 LINRPDARS |adadza2NIyOS 2F GKS FANDNI FiQa adz
context, we ned to record the relationships between the safety and availability aspects of the system, the
decisions made during the development of the system to accommodate them and the effects of these
decisions on safety, availability and any other concerns whicl thipact (in this case, maintainability,
service retainability performance and potentially security).

OPENCOSS and SafeCer both looked at cofiitaaetd approach to compositional certification, which will
need to be extended to accommodate this interplagtween concerns. This is ho small challenge, since
many of the dependability aspects of interest are emergent properties of the system as a whole and cannot
be addressed at component level alone. Similarly, the contracts developed previously sometiynes
specifically on explicit safety features of given components.

AMASS proposes to refine this approach to support the management of -tffslebetween system
characteristics. Here the goal is just to complement the work in WP3, to add further kind of
ad ddzYLJiA2yadk3dzr NF yisSSa Ay O2y (N} Ola o0aSs oddzNISRE:
compositional solution should be versatile enough in order to support various kind of properties in
assumptions/guarantees.

2.4.3 System Dependability GAnalysis/Assessm@nt

There have been several attempts to synergise safety and security as assurance qualities forcnitissiion
cyberLJIK@ aAOFf aeaidSvyao { SOSNIYt Y2RSta SEA&A(lI 6KAOK
SYIAYSSNAYIE | LILYNR I OKa (KA OKI T8RS NIL&A & dzNI y OS (2 | ¢
assuring security.The requirements of security and safety are not resolvable into a commort|éigh

objective: these requirements are often not mutually compatible, and engineers vy néed to trade

off safety and security in the development of missiitical systems. Nevertheless, the German VDE
committee succeeded in proposing a somehow harmonized new edition of EN 50129 (railways) by
integrating the lowest SL (security levelpflIEC 62443 (thevell-establishedindustrial network security
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standard) into the functional safety standard for railwagiBraft DIN VDE V 083D4 (VDE V 083104),
2014).

With the increased networkingapabilities,a number of serious challenges must bvercome before
collaborative CPS can become a real business and social success instead of a promising vision. With this
regard we perceive the challenges of functional safety particularly serious, since many of the typical
application domains of collalbative embedded systems are inherently safety critical. Because of the
openness and adaptability of such systems, we are faced with an enormous increase in complexity in Safety
Engineering aspects, which cannot be dealt with the already established safdtyjuality assurance
procedures. In addition, safety in collaborative embedded systems can no longer be considered in isolation
from security, and it must be driven by the system architecture and architectural design.
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3. State of the Art on MulttConcern Asurance

In the context of AMASS, the state of the art on Matincern Assurance&as divided into two main parts
1) Dependability2) Safety and Security. This chapter introduces in first place the state of the Art on
Dependability and in second placestbtate of the Art on Safety and Security.

3.1 Multiple Dependability Concerns

3.1.1 Codesign

The work presented ifi5] begins by reviewing measures and existing techniques that are pertinent to
dependability and security evaluation,®hing how those techniques are currently applied in practice to
the evaluation of certain security properties. While these applications suggest that there is merit to using
stochastic techniques to evaluate security properties, they also suggest thaficgighinew work is
necessary to create a sound, modelsed framework for quantifying system security.

At the highest level, the authors believe that this work falls into two categories:

1. Modelling attacker behaviour (ckigurelQ);

2. Creating a single, comprehensive methodology for evaluating whether a design meets one or more
high-level requirements related to security. The issues and challenges related to each of these
needs are described.

FigurelGQ: Probabilistic security model structure [5]

The authors conclude that stochastic evaluation techniques inspired by dependability evaluation methods
have the potential to be used, with appropriate extension, for security evaluation. However, therelbre sti
significant obstacles to the creation of a comprehensive, integrated approach to the evaluation of multiple
security properties, largely due to fundamental differences between the accidental nature of the faults and
the intentional, human nature of cylbattacks.

Safetycritical software (used in avionics, military or aerospace domains) must preserve their integrity,
ensure a continuous operational state and enforce security of their data. There requirements are met
through a dedicated development proge that analyses and detecesrors before system release.
However, these methods are not sufficient and safety or security still occurs in such systems (e.g. explosion
of Ariane 5, mission failure of Mars Climate Orbiter etc.). In addition, meeting safatysecurity
requirements becomes more and more difficult due to an increasing number of functionalities. The work
presented in[6] introduces a new method to build safetyitical systems and ensure their safety and
securityrequirements. The approach proposes patterns for the specification of safe and secure systems.
Then, a dedicated development process relies on them to (i) validate, (ii) automatically implement and (ii)
certify the system, enforcing its requirements fraiime specifications to the code. System validation (i)
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