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Executive Summary  

This deliverable D3.1 (Baseline and requirements for architecture-driver assurance) sets the stages of WP3. 
The stage is set by first of all recalling the AMASS context, motivation, objectives. Then, the problem in its 
multifaceted nature is stated. We analyse the state of art and the state of the practice concerning 
architecture-driven assurance. More specifically, the analysis aims at allowing AMASS to adopt the best 
features from existing approaches and to guarantee compatibility. We also analyse other ongoing and past 
projects, as well as available technology in the market. Moreover, when relevant, the state of the art and 
the state of the practice are compared in order to identify possible gaps. This comparative work ensures the 
identification of concrete needs, calling for new solutions, and ensuring the innovation of the project and 
future feasibility of exploitation of results. 
 
Finally, a way forward is proposed. The proposal ways consist of a consolidation of the existing results 
achieved within OPENCOSS, SafeCer and other ongoing and past projects, and of the available technology 
on the market and state of practice. Most specifically, regarding system architecture modelling for 
assurance, it appears that there is currently a trend towards extending modelling languages (e.g. SysML) to 
better and explicitly support the concepts and needs from assurance standards. This is also in line with the 
stated need in OPENCOSS CCL for better relating it with component and system models for safety-critical 
systems, such as those from SafeCer and CHESS. Based on prior work, a generic UML profile-based 
approach could be suitable. It will also be necessary to select the system modelling languages to extend 
and link with assurance models. Standard languages, and especially languages used in the case studies, are 
the main candidates. Concerning assurance patterns library management, we have observed that further 
investigation needs to be carried out to develop a more enhanced argumentation library which covers not 
only safety argumentation patterns but also some other aspects such as security. Concerning assurance 
activities concerning novel technologies, several standard requirements might need to be adapted or 
modified to include the special requirements that novel technologies demand. This includes not only new 
specific requirements but also novel V&V techniques. At the same time, argumentation patterns of several 
concerns will be further investigated and developed in AMASS to facilitate the reuse of specific 
technologies. Finally, concerning contract-based assurance composition approaches, standard architectures 
(such as AUTOSAR in the automotive industry, IMA in avionics, ETCS in railway) require some 
safety/security architectural patterns definition and application (3-level-monitoring, E2E protection, and 
partitioning, among others), and auto-generation of platform models and configurations based on these 
patterns (e.g. for AUTOSAR and IMA). The use of patterns speeds architecture specification and facilitates 
the (re)use of components targeted at being used in such patterns. We also observed that the architecture 
can be enriched with contracts that formalize the functional requirements to ensure that the system 
responds correctly to some safety requirements. 
 
To sum up, this deliverable will set the baseline for the development of the AMASS system architecture-
driven assurance and will specify the requirements that it has to meet. 
 
D3.1 relates to the AMASS deliverables D3.2 and D3.3 which are the outputs for task 3.2 (Conceptual 
Approach for Architecture-driven Assurance). 
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1. Introduction  

This introductory chapter is aimed at recalling the context of the AMASS project as well as the objectives 
and expected results that pertain to this document.  
 
Embedded systems have significantly increased in number, technical complexity, and sophistication, 
moving towards open, interconnected, networked systems (such as "the connected car" and the cloud), 
integrating the physical and digital world, thus justifying the term “cyber-physical systems” (CPS). This 
“cyber-physical” dimension is exacerbating the problem of ensuring safety, security, availability, robustness 
and reliability in the presence of human, environmental and technological risks. Furthermore, the products 
into which these Cyber-Physical Systems (CPS) are integrated (e.g. aircrafts) need to respect applicable 
standards for assurance and in some areas they even need certification. The dimension of the certification 
issue becomes clear if we look at the passenger plane B 787 as a recent example – it is reported in [181] 
that the certification process lasted 8 years and has consumed 200.000 staff hours at the FAA, just for 
technical work. The staff hours of the manufacturer even exceeded this figure as more than 1500 
regulations had to be fulfilled, with evidence reflected onto 4000+ documents. Although aircrafts are an 
extremely safety-critical product with many of such regulations, the situation in other areas (railway, 
automotive, medical devices etc.) is similar. 
 
Unlike practices in electrical and mechanical equipment engineering, CPS do not have a set of standardized 
and harmonized practices for assurance and certification that ensure safe, secure and reliable operation 
with typical software and hardware architectures. As a result, the CPS community often finds it difficult to 
apply existing certification guidance. Ultimately, the pace of assurance and certification will be determined 
by the ability of both industry and certification/assessment authorities to overcome technical, regulatory, 
and operational challenges. A key regulatory-related challenge has to be faced when trying to reuse CPS 
products from one application domain in another because they are constrained by different standards and 
the full assurance and certification process must be applied as if it were a totally new product, thus 
reducing the return on investment of such reuse decisions. Similarly, reuse is hindered often even within 
the same domain, when trying to reuse CPS products from one project to another, where assumptions 
change together with the criticality level. 
 
To face all these challenges, the AMASS approach focuses on the development and consolidation of an 
open and holistic assurance and certification framework for CPS, which constitutes the evolution of the 
OPENCOSS and SafeCer approaches towards an architecture-driven, multi-concern assurance, and 
seamlessly interoperable tool platform. 

 

The AMASS tangible expected results are: 
 

a) The AMASS Reference Tool Architecture, which will extend the OPENCOSS and SafeCer conceptual 
modelling and methodological frameworks for architecture-driven and multi-concern assurance, as 
well as for further cross-domain and intra-domain reuse capabilities and seamless interoperability 
mechanisms (based on OSLC specifications). 

b) The AMASS Open Tool Platform, which will correspond to a collaborative tool environment 
supporting CPS assurance and certification. This platform represents a concrete implementation of 
the AMASS Reference Tool Architecture, with a capability for evolution and adaptation, which will 
be released as an open technological solution by the AMASS project. AMASS openness is based on 
both standard OSLC APIs with external tools (e.g. engineering tools including V&V tools) and on 
open-source release of the AMASS building blocks. 

c) The Open AMASS Community, which will manage the project outcomes, for maintenance, evolution 
and industrialization. The Open Community will be supported by a governance board, and by rules, 
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policies, and quality models. This includes support for AMASS base tools (tool infrastructure for 
database and access management, among others) and extension tools (enriching AMASS 
functionality). As Eclipse Foundation is part of the AMASS consortium, the Polarsys/Eclipse 
community (www.polarsys.org) is a strong candidate to host AMASS. 

 
To achieve the AMASS results, as depicted in Figure 1, the multiple challenges and corresponding project 
scientific and technical objectives are addressed by different work-packages. 
 

 
 

 

WP3 aims at addressing Architecture-Driven Assurance. More specifically, with respect to the AMASS goals, 
this deliverable presents the background in terms of problem and solution space related to: Goal 1 (G1) and 
Goal 3 (G3), the corresponding project objective O1, and to the project scientific and technical objective 
(STO) 1. G1, G3, O1 and STO1 are recalled here to make the deliverable self-contained. 
 
G1: to demonstrate a potential gain for design efficiency of complex CPS by reducing their assurance and 
certification/qualification effort by 50%. 
 
G3: to demonstrate a potential raise of technology innovation led by 35% reduction of assurance and 
certification/qualification risks of new safety/security-critical products. 
 
O1: define a holistic approach for architecture-driven assurance to leverage the reuse opportunities in 
assurance and certification by directly and explicitly addressing current technologies and HW/SW 
architectures needs 
 
STO1 focuses on Architecture-Driven Assurance, including: a) System Architecture Modelling for Assurance, 
b) Architectural Patterns for Assurance, c) Assurance of specific technologies, d) Contract-Based Assurance, 
e) V&V-based Assurance. 
 

WP3 

WP4 

WP5 
WP2 

WP3 
WP4 

WP6 

Figure 1: AMASS Building blocks 

file:///C:/Users/iaa01/Documents/Projects/AMASS/My%20tasks/post%20Barbara%20D6.1/www.polarsys.org
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This document is deliverable D3.1 (Baseline and requirements for architecture-driven assurance), which is 
the output of task 3.1 (Consolidation of Current Approaches for Architecture-driven Assurance), released by 
the AMASS WP3 (Architecture-Driven Assurance). WP3 shall develop the means necessary for providing the 
system architecture-driven assurance approach of AMASS. Such an approach will be based on the extension 
of OPENCOSS and SafeCer conceptual results and platform in order to:  

1. deal with architectural assurance patterns and with the assurance and certification needs of specific 
technologies (e.g., multicore), and 

2. link assurance and certification models with system models (e.g. the latter represented with SysML) 
and standard software architectures (e.g. AUTOSAR and IMA). Moreover, WP3 will integrate 
OPENCOSS and SafeCer approaches and will extend them in order to consider standard software 
architectures. 

Moreover, to achieve STO1, WP3 is structured into three tasks. The purpose of this deliverable is to 
document the work conducted during Task 3.1. More specifically, the goal of the deliverable is multi-fold:  

1) to analyse the problem related to architecture-driven assurance  

2) to present a corresponding state of the art 

3) to present the current state of the practice; and finally, based on these findings 

4) to present a consolidation of existing results and profit from ongoing and past projects.  
 

The rest of the deliverable is organised as follows. Section 2 states the main concepts and objectives on 
Architecture-Driven Assurance (ADA) in AMASS. In section 3 is described the state of the art on ADA. 
Subsequently, section 4 describes the state of the practice on ADA. Finally, section 5 presents a summary of 
the main points from previous sections, detecting the gaps between state of the art and state of the 
practice, and the way forward in AMASS. 
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2. Problem Statement and Concepts 

One of the main contributions of the AMASS project is to provide a modelling language (metamodel), tools, 
and techniques to support an architecture-driven assurance, i.e., an assurance that exploits and is linked to 
the system architecture in order to provide more structured evidences and arguments to show that the 
system is free of vulnerabilities. In particular, the system architecture is used for model-driven engineering, 
contract-based and pattern-based design and argumentation. In this respect, there are a number of 
challenges that must be addressed by the project, as discussed in the following sections. 

2.1 System Architecture Modelling for Assurance 

2.1.1 Exploiting the System Architecture in the Assurance Case 

The system architecture is one of the first artefacts produced by the development process and includes 
many design choices that should be reflected in the assurance case. Therefore, we have to understand 
which elements of the system architecture are important for the assurance case. The existing OPENCOSS 
CCL (Common Certification Language) metamodel corresponds mainly to an assurance metamodel, and 
should be extended with (or linked to) other modelling formalisms to enable a more detailed definition of 
system and analysis of system’s dependability. In general, CCL needs to be extended for dealing with the 
linkage between its assurance framework and system architecture models. This will facilitate a finer-
grained management of artefacts, such as those involved in the management of a hazard log in the railway 
domain: a hazard in a fault tree analysis, a safety requirement in a requirements specification, a block in an 
architecture specification, an interface in a design specification, a step in a verification report, a test case in 
a validation report, a section of a safety case, and so on. For example, the CCL should be extended with 
concepts such as component decomposition and contract refinement, as developed in SafeCer, to enable 
an architecture-driven reuse of models and assurance artefacts. 

2.1.2 System Architecture Languages 

There are many languages suitable to describe the system architecture, but most of them share the main 
concepts that are relevant for the system architecture are in common to these languages. Therefore, we 
have to face the problem of defining a meta-model for a generic system component specification with such 
architectural concepts. The SafeCer project created a first generic model, implemented in CHESS, but the 
link with other architecture description languages remained at a conceptual level. The current OPENCOSS 
models allow the treatment of artefacts only at a coarse "black box" level. These models will be extended in 
AMASS so that they are linked to modelling formalisms for safety information (information necessary to 
realize, analyse and verify systems’ safety) and to system modelling. The plan is to study the relation of the 
OPENCOSS and SafeCer assurance models with different system modelling languages (UML, SysML, AADL, 
EAST-ADL, etc.), safety modelling profiles, and specific platform models and architectures like AUTOSAR for 
automotive and IMA for avionics.  

2.1.3 Architectures Trade-Off and Comparison 

During the system development process, it is often the case that different system architectures are 
compared or one architecture is replaced by another one to trade-off different aspects. For example, a 
single-point-of-failure component is replaced by some redundant components, components may be 
removed or replaced for reducing the cost because of the project budget, the deployment and physical 
partitioning may have a completely different topology with respect to the logical decomposition of the 
system. Providing support to compare different system architectures will allow industry to make more 
informed decisions regarding what can be reused between systems (including difference versions of 
systems) and reuse consequences.  



              

         AMASS Baseline and requirements for architecture-driven assurance  D3.1 V1.1 

 

 
H2020-JTI-ECSEL-2015 # 692474 Page 12 of 88 

 

2.2 Architectural Patterns for Assurance 

2.2.1 Architectural Patterns 

An architectural pattern is a partial specification of a part of the system architecture that can be 
instantiated/used in a project-specific design. There are many opportunities to define architectural 
patterns, as the result of standard of practice applied in a specific domain or coming from the standards. 
Many patterns can be defined for fault tolerant mechanisms, including redundancy schemas and 
components for fault detection, isolation, and recovery. Other patterns can be created for specific domains 
(although they can be probably reused in other domains). For example, in the space domain, when 
considering the design of a satellite, the top-level architecture listing the sub-systems (AOCS, thermal, 
power, …) is almost the same for all projects; in the automotive domain, the AUTOSAR specifies how the 
communication should be protected from failures. Architectural patterns can be used to reduce the cost of 
design, increase the quality of the developed system, but also for auto-generation of platform models and 
configurations based on these patterns. 

2.2.2 Interaction between Assurance and Architectural Patterns 

OPENCOSS and SafeCer have straightforward mechanisms to specify assurance patterns for argumentation 
and for compliance with standards. However, further research and case studies are necessary to integrate 
cohesively these patterns with the architectural patterns and to integrate them into specific assurance and 
certification activities. The use of patterns speeds architecture specification and facilitates the (re)use of 
components targeted at being used in such patterns. Moreover, it enables the reuse of analysis results 
associated with the patterns. Therefore, we want to address the problem of defining the assurance 
patterns that can be associated to specific architecture patterns or design mechanisms. For example, a 
specific assurance pattern can be associated to the tolerance on failure communication associated with E2E 
protection of AUTOSAR or to the security-related non-interference associated with partitioning in MILS 
systems. 

2.2.3 Architectural Patterns from Standards 

There are many standards, in many domains, that specify parts of the system architecture such as sub-
systems decomposition, component interfaces, communication packets. For example, the ETCS standard 
specifies how the train on-board system should interface with the track-side system, the AUTOSAR provides 
standardized interfaces for components at different layers of the design; in the space domain, the ECSS 
Packet Utilization Standard (PUS) specifies telecommands and telemetry packets for asynchronous 
communication to and from satellites. We will use architectural patterns to formalize the architectural 
elements specified in standards. 

2.3 Assurance of Specific Technologies 

Some specific technologies offer many benefits in terms of performance, reconfiguration or adaptability. 
However, their use in safety critical domains still lacks from maturity due to certification issues.  Devices 
such as FPGA need to be safely deployed so that they can be certified.  

Taking into account that OPENCOSS and SafeCer results are technology-agnostic, the assurance and 
certification of many characteristics of the new technologies of CPS are not supported. AMASS will tackle 
those issues addressing different technology patterns. More specifically, certification issues regarding 
MultiProcessor System-on-a-Chip (FPGA or Microcontroller based), Programmable Logic Devices, 
Commercial Off-The-Shelf, IMA, AUTOSAR or adaptive systems will be addressed.  The detailed 
characteristics of the most recent and future technologies for CPSs will set under what circumstances reuse, 
assure, and certification of CPSs is possible. 
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2.4 Contract-Based Assurance 

2.4.1 Assurance Patterns for Contract-Based Design 

An important issue in AMASS is the integration and consolidation of the concept of contracts from the 
existing results of the OPENCOSS and SafeCer projects. In particular, the AMASS assurance for the 
argumentation that a system architecture is compliant with the system properties will follow the contract 
refinement defined in the system model.  

2.4.2 Enriching the Evidence Produced by Contract-Based Design 

A general challenge for those tools (e.g., OCRA) that are used for analysing and verifying contract 
specifications using formal methods is to provide useful evidences in order to enrich the contracts 
refinements argument. Similarly, in the context of safety analysis based on the contract specification, the 
goal is to enrich the assurance case with fault trees showing the dependency of system failures on the 
component failures.  

2.4.3 Automation in Contract-Based Design 

Another challenge is to increase the automation capabilities that are provided by tools supporting 
contracts. Such automations will include pre-defined properties and contracts derived from the standards 
as done for the Catalogue of System and Software Properties (CSSP) defined in the CATSY project [184] or 
associated to architectural patterns derived from the standards. Also, user guidance during the design of 
safety critical systems (like the selection, based on contracts, of appropriate components under 
consideration of their safety properties) is a subject for a higher automation degree that would also 
increase the re-usability of critical system components even cross-domain. 

2.5 V&V-based Assurance 

Another challenge of the AMASS project is to enrich the OPENCOSS and SafeCer assurance approaches with 
V&V techniques. For example, formal techniques can be used to validate that a requirements specification 
is complete, correct, and unambiguous and to verify that the deployed system satisfies those requirements. 
In fact, many safety issues in the deployed system are due to errors in the requirements specification, 
which are typically discovered very late in the development process. Therefore, the AMASS assurance 
approach will make sure that evidence for arguing that the requirements specification is valid are provided 
as part of the assurance case. When the requirements specification is formalised and validated, it is then 
employed in the development of system designs and of the final system. All intermediate stages will also 
be checked for compliance with requirements using automated V&V tools. The situation and needs 
described for requirements specifications could also be applied to other artefact types, e.g. V&V of design 
models. 
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3. State of the Art on Architecture-Driven Assurance 

This chapter provides an overview concerning the state of the art on Architecture-Driven Assurance. The 
overview is structured by topics, where many results came from previous related projects to AMASS such as 
SafeCer and OPENCOSS.  

3.1 Contract-based approaches  

In this section we review diverse contract-based approaches related to subsection 2.2 “Architectural 
Patterns for Assurance” and 2.4 “Contract-based Assurance”. We study the concepts of contracts defined in 
OPENCOSS and SafeCer, which will be integrated in AMASS. In addition, we present some formalisms to 
specify and analyse contracts and the related tool supports implemented in different projects. We also 
analyse the extension of some of the approaches to cover safety analysis. 

3.1.1 Contract-based approaches based on Temporal logic  

Contract-based design, first conceived for software specification [10] and now applied also to embedded 
systems [1], [2], [3], [4], [5], [6], [7], [8], [9], [12], [13], is a very promising paradigm, amenable to stepwise 
refinement, compositional reasoning, and reuse of components. The idea is to annotate the architectural 
decomposition with contracts that specify the relevant behavioural aspects of each component interface. 
More specifically, a contract is composed by an assumption and a guarantee. The former specifies the 
expected behaviour of the component environment, and the latter specifies how the component must 
behave in response. The system resulting from the composition of implementations satisfying the contracts 
according to the annotated architecture is guaranteed to satisfy the overall system contracts. 
 
In many formal modelling approaches, in the underlying model of communication, the components 
receiving an input are blocking, in the sense that if they cannot receive the input, they block the component 
generating such data or event. As in some architecture languages, input/output are just a syntactic way to 
represent shared labels. For example, in the framework described in [7], contracts are specified with a 
temporal logic defined over a set of variables, their product is given by language intersection, and the 
contract satisfaction and refinement is defined in terms of language inclusion. This framework has been 
implemented in a tool, called OCRA [20]. In more details, the approach is very efficient, because the overall 
correctness proof is decomposed into proofs local to each component. However, part of the complexity is 
delegated to the designer, who has the burden of specifying the contracts. Typical problems include 
understanding which contracts are necessary, and how they can be simplified without breaking the 
correctness of the refinement. In [86], the authors tackle these problems by proposing a new technique to 
understand and simplify a contract refinement. The technique, called tightening, is based on parameter 
synthesis. The idea is to generate a set of parametric proof obligations, where each parameter evaluation 
corresponds to a variant of the original contract refinement, and to search for tighter variants of the 
contracts that still ensure the correctness of the refinement. 
 
One of the main concerns in model-based system engineering is to design the architecture of systems so 
that the components are properly integrated in order to satisfy the system properties. Architecture 
description languages specify the syntactic interfaces of components in terms of data and event ports, their 
connections and decomposition. Contract-based design provides a formal framework to specify the 
semantic interface of components detailing the assumptions on the input received from the environment 
and the guarantee on the input/output relationship. 
 
In SafeCer, Linear-time Temporal Logic (LTL) [11] has been used to express the assertions in the contracts 
over data and event ports. In this context, the behavioural model of a component is verified to satisfy the 
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contract associated to that component. In order to be reused, the behavioural model must also be 
compatible with the environment of the component provided by the system design. It exploits the contract 
specification to ensure that the component implementation is compatible with any environment satisfying 
the assumption of the contract. In addition, the framework for contract-based design has been extended to 
take explicitly into account the problem of the component to be compatible with any environment that 
satisfies the assumptions, in the sense that the component must accept all the inputs that are produced by 
such an environment. Moreover, a compositional method is provided to solve this problem exploiting the 
refinement of contracts.  
 
As we said, Linear-time Temporal Logic (LTL) has been used to express the assertions in the contracts over 
data and event port, where they reduce the problem to LTL model checking. The main novelty came from 
the fact that the compatibility is local and is composed exploiting trace-based inclusion checks based on the 
contracts. This is important to remark due to it is a great advantage, given that the receptiveness check 
turns out to be very expensive, and tackling it on the final system implementation is impractical. 
 
One of the main contributions in this area is the extension of the framework in [7] to input/output 
components, and taking into account standard problems of interface theory such as the compatibility of the 
implementations. A key finding is that the same notion of contract refinement based on trace inclusion can 
be used as compositional rule for checking the receptiveness of component implementations. This enables 
us to fully exploit mature technology of temporal satisfiability and symbolic model checking. 

3.1.2 Contract-based approaches based on agreements among components  

OPENCOSS project defined compositional assurance approaches where safety case contracts are playing a 
key role [158]. 
 
Contract-based approaches are hard to apply from a safety perspective. In fact, several companies and 
standardisation bodies are reluctant to consider this kind of contracts during certification processes. 
However, we can consider that a contract can be designed in a way that it considers agreements among 
components. The main interfaces are defined in order to facilitate interoperability and integration among 
these components. A component has a correct functionality when the interaction with its interfaces is well 
defined, and its preconditions and postconditions are satisfied. From a safety perspective, system 
properties should be verified as a whole. A system composed by safe components may not be safe. 
Therefore, quality assurance activities, including safety assessment, are set in order to verify and validate 
system properties. Several aspects should be considered. For example, failures modes are also analysed, 
and all assumptions and contexts are considered. Standards address this problem in different ways. ISO 
26262 defines a development Interface Agreement (DIA) document, which is an agreement between OEM 
and suppliers, by defining procedures and responsibilities. In addition, ISO26262 also refers to Safety 
Element Out Of Context (SEooC) which defines and interprets concepts, procedures and functionalities (also 
non-functionalities) by manufacturers, suppliers and developers. In the avionics domain we can find similar 
requirements while talking about modules and application reuse on an IMA (Integrated Modular Avionics) 
platform. DO-297 requires the definition of component limitations and assumptions, among others, for 
component acceptance. In this context we need to analyse its usage domain to ensure that it is being 
reused in the same way as it was originally intended. 
 
The process of composition varies depending on the focus: 

• Compositional Argumentation. A contract module contains the relationship between two modules, 
and how a claim in one module supports the argument in another. Arguments are encapsulated in 
a module, or in a set of modules. The argumentation editor of OPENCOSS is able to define 
argumentations from a compositional point of view, so-called "modular argumentation". 
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• Project Reuse. A safety assurance project can reuse parts of another project. Traditionally this is 
carried out in industrial settings. Artefacts used as evidences to support assurance on a given 
project, want to be used as evidences in another project. Contracts can play a keystone for the 
reuse of components.  

• Component composition. This is the traditional approach component based engineering 
approaches.  

Guidelines and standards prescribe the information needed to manage at the assurance project level. 
When analysing guidelines and standards, we noticed that the data required for assurance are classified in 
three main categories (Figure 2): 

• Artefacts: referring to the data required by an entity when doing the safety assessment 

• Properties: these are characteristics that must be present after the integration in order to confirm 
that there are no concerns or an emerging unknown behaviour.  The properties need to be verified, 
and the verification needs to be included as part of the evidence. 

• Processes: refers to the activities that shall be performed in order to prepare the reuse and after 
the reuse itself in order to comply with the standards requirements. 

 

 

Figure 2: Contracts View for Component 

A contract is characterised by the following sections (Figure 3):  

 

Figure 3: Contracts definition template 

What is assumed 
- Activities/processes that shall be done by the integrator of the component 
- Properties of the component that shall be checked after the integration 
- Artefacts that shall be completed or done after the integration of the component 

What is guaranteed 
- Activities/processes that shall be done by the developer of the component 
- Properties of the component that shall be checked after the integration 
- Artefacts that should be completed or done after the integration of the component 

Strategy 
- Impacts on the guarantees if any of the assumptions is not valid 
- Trace between risk mitigation needs and protection mechanism 
- Rationale about the limits, conditions, and use of the component 

Definition 



              

         AMASS Baseline and requirements for architecture-driven assurance  D3.1 V1.1 

 

 
H2020-JTI-ECSEL-2015 # 692474 Page 17 of 88 

 

OPENCOSS defined a Common Certification Language (CCL) ([160]) relying on three aspects: Compliance 
management, safety argumentation and evidences management. Contracts are based on this CCL. Contract 
data related to a component need to include information about assured properties and behaviours of that 
component, the artefacts that should be accessible to the authorities and the evidence of the process and 
activities executed to fulfil the component’s assurance requirements. All this information is related to an 
evidence meta-model Contract references to the artefacts and their properties, and the rest of the 
information from evidence meta-model is considered as a black box. Activity on the contract defines a unit 
of behaviour for the component lifecycle that must be executed to demonstrate compliance. Activity is the 
modelling entity, which relates the contract with the process meta-model.  
 
All these aspects are linked intertwined. Contract validation is necessary to take into account not only 
component properties, but also how properties have been assured. An argumentation meta-model 
captures these entities. Claims reference properties (which define the behaviour) and standards' 
objectives, and Information Elements reference the evidences used to support those claims.  

3.1.3 Semi-formal notation of contracts  

Contract-based design has shown many evidences of its applicability in industry. They have also been 
proposed for the functional safety domain (e.g., [38], [39], [40]). Although such contract-based 
developments have gained popularity as an approach for supporting distributed development by explicitly 
annotating assumptions and guarantees to components, an integrated process covering specification of the 
nominal behavior and safety was missing. In [42] such an integrated development approach is presented. 
The approach encompasses the systematic breakdown of the nominal system behavior using contracts, the 
consistent derivation of the safety analysis by interpreting several types of contract violations as a 
specification for failure modes, and the subsequent integration of safety mechanisms that cover these 
failure modes through safety contracts. There have also been proposals for the usage of contracts to specify 
real-time properties of continuous-valued controller structures and the control error of technical systems 
(e.g., [29]).  Furthermore, contracts have also been applied to UML/SysML models as well as Simulink 
models (e.g., [30]). 
 
Contracts can be specified in a natural language, in a set of semi-formal languages (such as template-
languages), or in formal languages.  
 
Formal languages (as temporal logics [34] or IO-Automata [35]) allow automatic verification of refinement 
and implementation of contracts, but they are often hard to understand for practitioners from the different 
involved disciplines and therefore difficult to promote in industry. A proposal that bridges this gap are the 
pattern-based Requirements Specification Language RSL [36] or the Contract Specification Language CSL 
from the SPEEDS project [37]. Text patterns, consisting of static text elements and attributes, provide both a 
well-defined syntax and semantics. To cope with the needs of the different aspects of a design, various sets 
of patterns have been defined [31], they build upon parametrized requirements patterns that have been 
known for a long time (e.g. [32], [33]). 
 
Natural language contracts are often accompanied by ambiguity, incompleteness or inconsistency. Some 
proposals have been made with semi-formal languages (the syntax is defined and restricted, but 
verification has to be performed by human experts) to avoid these drawbacks of natural language while 
providing an understandable language for experts from different domains (e.g., [41]).  In [41] a semi-formal 
approach is proposed, which allows specifying assumptions and guarantees at component interfaces in a 
language with well-defined syntax, but leaving the verification of fulfillment of the contract by a 
component to expert decision. However, the approach allows formalizing and automatically checking some 
relevant refinement relations. The paper presents a prototypical Eclipse tool (SAVONA), which allows the 
annotation of components with assumptions and guarantees, and the partial checking of the 
decomposition. It also shows its applicability based on an automotive electric drive system case study. 
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The OPENCOSS Common Certification Language (CCL) provides a Thesaurus-type vocabulary [161], which 
defines and records key concepts relevant to safety assurance within the target domains and the 
relationships between them. A further use case for the vocabulary aspects of OPENCOSS is to provide a 
means for regularizing the structure of expressions used in claims in assurance argumentation. This work 
has been written up in detail in [161]. 
 
Having a common syntactic structure for argument claims makes it easier for a reader to parse claims, and 
avoids issues such as confusion over the scope of a given term in a sentence. It is quite common in 
“engineering language” for there to be uncertainties over the interpretation of the scope of qualifiers, as in 
the phrase “failure modes and effect analysis”, where “analysis” serves to qualify both “failure mode” and 
“effect” and where “failure” qualifies both “mode” and “effect”. A non-specialist reader (or a machine) 
would be likely to look only for the most limited range, and associate “analysis” only with “effect” and 
“failure” only with “mode”. 
 
Structured expressions can be used to characterise the types of concepts that are discussed at a particular 
point in an argument, and the relevant features which can be asserted about them. Typically, a structured 
expression comprises a fixed verb phrase, which carries the main sense of the claim, while noun phrases, 
providing the subject and object over which the verb phrase ranges, are parameterisable. For example, a 
very simple structured expression in an assurance case claim might take the form “{fault of type systematic 
fault} is adequately mitigated by {fault mitigation technique}”, where both “fault of type systematic fault” 
and “fault mitigation technique” are broad parameters. Simple expression structures can be combined to 
form larger syntactic units, e.g., form “{fault of type systematic fault} is adequately mitigated by {fault 
mitigation technique} which addresses {hazard}”. 
 
In the OPENCOSS approach defines a series of generic structures. They are used to refine the logical 
structures summarised in argument fragment templates captured in patterns such as those defined in [165] 
by specifying the types of concept which are in focus at particular points in the argument. 

3.1.4 Safety Analysis with contracts  

Fault-tree analysis is a safety technique applied to a system description in order to check the dependency of 
system properties on the occurrences of faults. In particular, given a system implementation, a set of faults 
events, and a top-level failure condition, the fault-tree analysis produces a tree structure that shows how 
the top-level condition depends on different sets of occurrences of fault events. 
 
Contract-based design and fault-tree analysis can be integrated in order to improve both techniques. In 
particular, SafeCer applies safety analysis to the contract-based specification by extending the specification 
with failure conditions and analyzing when the contract refinement is preserved in case of failures. On the 
other side, the contract failures are exploited as intermediate events in order to enrich the fault-tree 
analysis. The integration is described in [14]. 
 
In a nominal architectural design, the one that is later implemented, the failures of components are not 
modelled explicitly. Failures may be artificially introduced in the model for the analysis of the safety 
mechanisms. However, the design that is later implemented in real software and hardware components 
contains only the nominal interfaces and behaviours. It may contain redundancy mechanism or failure 
monitoring, but not the failures themselves. Unfortunately, there is often a gap between the design of the 
nominal architecture and the safety analysis, which are carried out by different teams, possibly on out-of-
sync components. This requires substantial effort, and it is often based on unclear semantics. 
FBK proposed a new formal methodology to support a tight integration between the architectural design 
and the analysis of failures. The approach builds on two main ingredients: Contract-Based Design (CBD) and 
symbolic fault injection.  
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An important aspect of CBD is the ability to provide feedback in the early stages of the process, by 
specifying properties of blocks in abstract terms (e.g. in terms of temporal logic), without the need of a 
behavioural model (e.g. in terms of finite state machines). 
 
The idea of (symbolic) fault injection, also referred to as model extension, is to transform a nominal model 
into one that encompasses the faults. This is done by introducing additional variables, describing whether a 
fault has occurred or not and controlling whether the system is behaving according to the original (nominal) 
or extended (faulty) model. Within this setting, it is possible to generate automatically fault trees by means 
of model checking techniques. This approach focuses on behavioural models, and is flat, thus unable to 
exploit the hierarchical decomposition of the system. 
 
The novel contribution of the proposed approach is the extension of CBD for safety analysis: given a 
contract-based decomposition of the system under nominal conditions, we obtain automatically a contract-
based decomposition of the model with fault injections. The insight is that the failure mode variables are 
directly extracted from the structure of the nominal description; basically, a failure variable models the 
failure of the component to satisfy its contract. The approach is proved to preserve the correctness of 
refinement: the extension of a correct refinement of nominal contracts yields an extended model where 
the refinements are still correct. Once the contracts are extended, it is possible to construct automatically 
hierarchical fault trees that mimic the structure of the decomposition, and formally characterize how lower 
level or environmental failures (to satisfy the respective contracts) may cause failures at higher levels. 
 
The approach has several important features. First, it is fully automated since the models required to 
support the analysis of safety mechanisms are directly obtained from the models used in design, without 
the need of further human intervention. Second, the approach can be applied early in the development 
process and stepwise along the refinement of the design providing a tight connection between the design 
and the safety analysis. Third, it produces artefacts that are fundamental in safety assessment, in particular 
fault trees, which follow the hierarchical decomposition of the system architecture. 
 
The framework has been implemented extending the OCRA tool, where the input is an OCRA description of 
the architecture with the specification of component contracts and the output of the new functionality is a 
hierarchical fault tree. An application of this framework has been used to formalize and analyse the 
AIR6110 Wheel Brake System. 
 
Both the integration of nominal system development with failure analysis and the augmentation of failure 
analysis with fault injection, as elaborated in the SafeCer approach, can profit from the formalization of 
failure modes through the contracts: As the set of contracts specify the correct behaviour of a component 
in all relevant operation situations, it is obvious that a contract violation of a component (i.e. one of its 
guarantees is violated, although all of its assumptions towards the environment hold) constitutes a failure. 
Additional classification schemes for failure modes help automating the model-based failure analysis to a 
high degree (e.g. For ports delivering a continuous signal, the failure modes “too low” and “too high” are 
standard ones. If the guarantee says that a value shall be between 1 and 99 in a certain situation, then 
clearly 0 or everything below is a “too low” failure, while 100 and everything above is a “too high” failure). 
Details about the integration of contract-based development with safety analysis can be found in Section 4 
of [42]. 

3.1.5 Patterns of contracts   

The increasing complexity through highly integrated and advanced driver assistance systems challenges the 
safety and security demands on the different domains at industry. Patterns for safety and security contracts 
enable robust and fast design for such complex systems, while at the same time enabling the reuse of 
design/components across systems and domains. Nowadays we see a number of best practices in the 
industry for safety/security design patterns ranging from high-level system architectures down to idioms 
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for the design of components and basic parts. Examples include redundancy (dual channels, 1oo2, 2oo3, 
lockstep, etc.), online failure monitoring (3-level-monitoring, watchdogs, EDCs, intrusion detection, etc.), or 
communication and data protection (E2E, checksums, error bits, partitioning), and so on. 
 
At the core, safety (and security) contracts define how fault avoidance, fault detection and recovery and/or 
mitigation is handled by a single element or between a set of elements. For this purpose, the contract must 
include a statement about potential failures of the element(s) and mechanisms how they are covered. 
Therefore, safety contracts are often regarded as an extension to an element’s interface with a set of 
specific requires/guarantees properties, and there exists a number of proposals on how they can be 
expressed and formalized (cp. Section 3.1.3). However, as state of the art there is almost no formalization 
and explicit modelling of these patterns/contracts applied during the development process on the different 
domains at industry. 
 
The key points to enable safety and security contracts are the following: 

1. A formalization of the design is required, where the nominal specification of a hierarchically 
decomposed system can be augmented with relevant information for safety/security contracts. 
This information includes the formalization of the contracts by means of interfaces as well as the 
addition of failures, mechanisms, constraints, context/environment dependencies, etc. to the 
design. 

2. A formal definition of failures, failure dependencies, and safety mechanisms as well as their 
detailed semantics in relation to the model. This implies the element behaviour in case of fault 
occurrence and the characteristics of the countermeasures, e.g. detection capabilities with a certain 
diagnostic coverage, timing aspects, avoidance/protection against the fault, and so on. 

3. A method to define and exchange patterns/contracts and to build libraries, so that actual reuse can 
be accomplished across systems. Modelling wise there is the need to have a technology that allows 
the definition of contracts and exchange of components that encompass the safety/security 
contracts (e.g. data or exchange format). 

 
Model-driven design and development defines the state of the art addressing these points and providing a 
solid and sound foundation for the required extensions. Section 3.5 gives an overview on typically used 
languages such as UML and SysML. Thereby, the type and interface concepts are key to a contractual 
design, since ports and interfaces make up the interactions/connections of a structural element. 
 
The usage of metamodels for the modelling languages constitute a precise and concise technique to define 
the information from a structural point of view. The definition of the safety contract related information – 
such as failures, dependencies, or safety mechanisms – can be achieved by extending the language 
metamodels with the safety/security related concepts. An example of such a metamodel is the safety core 
part of mediniTM analyze as shown in the figure below. 
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Figure 4: Arguments over the use of enabling monitor  

The safety core model defines the modelling concepts of failures and measures as a central metamodel 
that is shared across all language models such as SysML, UML, AUTOSAR, Simulink, etc. We use the term 
"failure" as a general classification across domains of all abnormal conditions that are in the focus of an 
analysis, i.e. Hazard Analysis and Risk Assessment, FMEA, FMEDA, or FTA. Failures can be connected via a 
cause-effect relationship to model failure nets (usually hierarchies). In structural/physical models, they're 
quantified by means of a failure rate (e.g. from computations along the SN29500, IEC62380 or other 
sources). Measures are the generic concept to express all means to prevent, detect, control, mitigate or 
correct failures of a system. In addition, Safety Mechanisms are specific measures that are implemented 
into systems and that provide a diagnostic coverage (DC) of failures, i.e. they cover a proportion of the 
failure rate of a failure mode (not shown in the excerpt). These definitions are intended to be as generic as 
possible to fit to multiple domains (e.g. ISO 26262, IEC 61508, DO 178, etc.) and imply only a few limitations 
in their usage regarding the semantics of the underlying model. For example, malfunctions are contained 
only in behavioural elements (activities/actions/operations) and functions, failure modes are contained in 
all components or parts, errors are dedicated to software/logical blocks, and so on. 
 
Based on these state of practice metamodels, the definition of a safety contract is modelled by an extended 
type definition where the type itself and its ports receive annotated failure modes/malfunctions, failure 
cause/effect relations, and safety mechanisms that address the failures. Thereby, the ports of a type as well 
as the type itself maintain a list of potential failures of its instances. Consequently, the failure (modes) of all 
instances of a type/ports are synchronized with the type definition, but the specific cause-effect relations 
are specific to the instance, since they often depend on location and connections of a concrete part. 
Similarly, the failure rates and distributions are modelled at the type and synchronized with all instances, 
which define context specific stress parameters based on a given mission profile (e.g. temperature, 
voltage/current, mechanical stress, and so on). 
 
Given a set of parts, failures/failure modes, and failure rates, the safety mechanisms model the fault 
detection and control at the instance level and are linked to the failures of the instances. The safety 
mechanisms of a system usually come with a maximum Detection Coverage (DC), which might not always 
be achieved for all instances, so some flexibility is required to adapt the DC per instance. Hence, it is 
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important to note that many safety properties – failure rates and diagnostic coverage values – vary 
depending on the application context (system) and mission profiles (environment). Therefore, the designer 
of a safety contract (usually the safety engineer) must review whether all assumed conditions are met and 
adapt the design or analysis based on specific product constraints. 
 
In order to enable reuse of contracts and patterns, all the safety design information must be stored in some 
sort of database of library. (Element) Libraries are used to share definitions of re-usable elements of system 
models across project boundaries and provide the basis to “instantiate” patterns for a concrete system 
design. The usage of libraries is only partly established and this topic is subject of further research, 
especially in the context of WP6. 

3.1.6 Generation of Safety Case Argument-Fragments from Contracts  

In the context of SYNOPSIS project [162], component contracts were used to (semi)-automatically generate 
safety-case argument fragments [142].  SYNOPSIS assumes that the component contracts and the safety 
requirements allocated to the same component are closely related, but not the same. On the one hand, 
safety requirements describe behaviours that a certain context/system requires from a component. On the 
other hand, the contracts represent the actual behaviours of the component, which can be used to check 
whether the component satisfies the allocated requirements by checking the component guarantees with 
the corresponding safety requirements.  
 
The safety case is represented with an argument that connects the requirements with the supporting 
evidence. Such argument should demonstrate how the specified safety requirements have been satisfied in 
a particular context. Since both the contracts and the argument serve the same purpose to show that the 
requirements are satisfied, the existing contracts could be used to speed up the creation of the 
corresponding arguments. A SEooCMM metamodel [142], see Figure 5, is defined as an extension of the 
SafeCer generic component metamodel, to capture the needed information around the notion of contracts 
and enable the generation of argument-fragments directly from such contracts. Since SEooCMM addresses 
the out-of-context setting it deals with strong and weak contracts. Regardless of that, the requirements and 
evidence in SEooCMM are related to the abstract safety contract class to allow for extensions of the 
metamodel to include different types of contracts. 
 

 

Figure 5: Safety Element out-of-context Metamodel (SEooCMM)  

To generate the argument-fragment from SEooCMM, we map the contract guarantees with the argument 
claims, the supporting evidence with solutions, and the contract assumptions with claims and contexts.  
Based on this mapping, the contract satisfaction argumentation pattern (Figure 6) is used to generate an 
argument-fragment that a particular component contract is satisfied with sufficient confidence. A set of 
such argument-fragments is used to support the satisfaction of a safety requirement allocated to the 
component.  
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Figure 6: Contract satisfaction argument pattern [142] 

The contract satisfaction argument-pattern starts with a claim that a contract is satisfied with sufficient 
confidence, which means that the contract guarantees are offered. To support such claim, the pattern 
argues over the satisfaction of the contract assumptions, and the confidence in sufficient completeness of 
the contract. While the argument over each assumption points to the contracts in the environment that 
satisfy that assumption, the contract completeness sub-argument should establish sufficient confidence 
that the specified contract assumptions are sufficient to claim that the guarantee is offered. 
 
Based on the potential for generation of contract-based argument-fragments from SEooCMM, the 
metamodel and the contract-based argument-fragments can be used to instantiate different pre-
established argumentation patterns such as Handling of Software Failure Modes argument pattern [143]. 
Furthermore, to facilitate better evidence management in SEooCMM, an extension is proposed in [144] 
where SEooCMM is aligned with the standardised SACM evidence metamodel. 
 

3.2 Requirement Specification   

In this section we review diverse requirement specification approaches related to subsection 2.5 “V&V-
based Assurance”. 

3.2.1 Domain Ontology Authoring  

The system engineers need to have considerable knowledge and experience in the domain in order to 
define the system requirements and design the system architecture. They also need to have clear vision 
about the ultimate result of the development effort that will raise from the implementation of their system 
architecture and requirements. This section provides yet another example, how the system architecture 
and requirement authoring activities can be based on an ontology and what benefits that brings (e.g. the 
ontology can be used as a unified consistent language).  
 
Ontology as a language 
 
The ontology is perceived as a kind of specification language, which offers the user: 

1. A list of textual expressions (names of types/sorts/classes of things, names of individual 
things/values/parameters/constants, names of processes, names of relations, possibly 
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supplemented with corresponding definitions of these concepts and bound to examples of contexts 
in which they occur) tightly related to (stemming from) the application domain. Such list of symbols 
is sometimes called the signature. The signature helps to suppress the ambiguity of the text, e.g. by 
limiting the usage of several synonyms for the same thing, which is okay when stylistic issues are 
important, but which is undesirable from an engineering point of view. The symbols of the 
signature together with the symbols of the logical operations like conjunction, negation, etc. of the 
chosen logic represent the constituent blocks of formal system specifications. 

2. The possible compositions of the lower-level expressions into higher-level expressions and even 
into the whole sentences. These potential compositions are inscribed in the diagrammatic structure 
of the underlying ontology captured in the UML. When the sentences are created, the user 
traverses appropriate continuous paths in the UML diagrams from one concept (class) to another 
concept via the existing connections (associations, generalizations, aggregations) and composes the 
names of classes and relations encountered along the way into a sentence. 

 
Ontology employment 
 
The basic structure of the process to apply ontology in the system architecture creation and requirement 
authoring and formalization can be summarized in the following steps: 

1. Create the (UML) ontology. 

2. Write a (tentative, sketchy) informal system architecture and requirement. 

3. For the most important notions of the informal system architecture and requirement find the 
corresponding terms in the ontology. 

4. Select the most appropriate paths in the ontology graph, which connect/include the important 
notions found in the previous step. 

5. Compose meaningful sentences by concatenating the names of the elements (classes, objects, 
relations) traversed along the selected paths. 

6. Repeat the steps 2 – 5 for all informal artefacts. 

 
This approach is also applicable when the goal is to improve the quality of the current system architecture 
or requirements and rewrite them in a more clear a consistent form. In that case, the step 2. does not 
involve writing of new parts of system architecture or requirements, but taking the existing artefacts from 
their last iteration. 
 
If we consider an extreme but desirable case that a new system’s architecture is just a composition of 
reused components that have been developed separately around different ontologies, it is obvious that the 
ontology of the new and more complex system should be some composition of the simpler ontologies of its 
subsystems. Therefore, for the development of Cyber-Physical Systems it is highly desirable to have 
appropriate means of gluing ontologies together to obtain ontologies that are more complex. 

3.2.2 Requirement Grammars Authoring  

Both requirement authoring supported with domain ontology and requirements formalization increases 
the quality of requirements and improves the capacity later to verify compliance to these requirements. In 
the case of requirements formalization, the benefits that this process brings are automatic formal 
verification, guaranteed verifiability, and the removal of ambiguity among requirements. 
 
In some aerospace domains, e.g. Flight Controls, Flight Management Systems, Display and Graphics, the 
Honeywell requirements are written in a structured and restricted way to improve their quality. Yet these 
restrictions are not sufficient to guarantee machine readability and the subsequent automatic verification. 
The requirements language needs to be further restricted to be unambiguous and to have clear semantics, 
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before a machine could read such. Honeywell internal tool ForReq [57] allows requirement authoring based 
on a grammar for structured English requirements that serves two separate purposes. For the requirements 
already written that conform to this grammar, ForReq allows automatic translation into Linear Temporal 
Logic (LTL) and thus automatic verification. Yet, more importantly, the machine readability can be enforced 
for new requirements by the use of auto-completion. This new functionality suggests the requirements 
engineer the set of possible words to continue their requirements within the boundaries of the restricted 
requirements language. Thus, the requirements engineers save effort that would be needed for writing 
twice each of the requirements, i.e. the human readable version for stakeholders and the machine-
readable version for verification.  
 
In the case requirements do not use exact artefacts (variables or states) from the system (for example some 
system requirement are prohibited to contain such link), the ForReq tool now guides the user to create 
mapping from artefacts in requirements to the corresponding artefacts in the system. Moreover, 
requirements defining mapping between variable names and its textual descriptions used in requirements 
are supported to automate fully the process. These requirements are also verified and any inconsistency is 
reported to be fixed by the user. 
 
However, the user has to specify the exact timing of each requirement, i.e. whether the effects shall 
happen immediately or in the next time step or after specified number of time steps or seconds. Honeywell 
ForReq tool supports this requirement formalization process as depicted in Figure 7 in order to enable 
automatic semantic requirement analysis as described in Section 3.7.1 and automated formal verification 
against system design as described in Section 3.7.3. 
 

 

Figure 7: Process of formalization of structured requirements using ForReq tool 

The requirements formalization is not a straightforward process and a considerable number of steps is 
required for incorporating formalization into real-world development of embedded systems. The goal of 
the ForReq development is to guarantee that the authored requirements are unambiguous, automatically 
verifiable (machine-readable) and conforming to the requirements reference (template, pattern, 
boilerplate, standard). Auto-completion, requirement standard grammar and requirement guidelines were 
implemented in ForReq to cover this need and to proceed further towards fully incorporating requirements 
formalization into the development process. 

3.2.3 Requirements-Based Engineering Approach  

The Requirements-Based Engineering (RBE) approach was developed by The REUSE Company, Carlos III 
University of Madrid and OFFIS in the CRYSTAL project. It provides an answer to the use cases initially 
drawn by SAGEM and CASSIDIAN as well as other use cases that stated their interest on this RBE approach 
during the project. It relates to the objective “V&V-based Assurance”, as it provides automatic V&V 
techniques, e.g., validate that a requirements specification is complete, correct, and unambiguous. 
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The main goals of this RBE approach can be summarized as follows: 

• Improve the quality of requirements specifications, both at individual level for each individual 
requirement, but also at a global level for requirements documents or even a complete 
specification 

• Leverage the role of Requirements Author as a key element for requirements quality improvement, 
and not only the role of quality control 

• Application of knowledge management techniques as the enabler of the aforementioned goals 

The RBE approach envisaged on CRYSTAL was, in turn, based on the results of the previous ARTEMIS CESAR 
Project that can be described as: 

• CCC (Correctness, Consistency and Completeness) approach for requirements quality checking: a 
requirements analysis focus on three main dimensions, Correctness, Consistency and 
Completeness 

• Boilerplate approach: to represent the structure (grammar) of different types of requirements that, 
once agreed in the organization, can be used by requirements authors and checked by the quality 
teams 

Using this background from CESAR, the RBE approach described in CRYSTAL was based on the following 
principles (internally called Knowledge-Centric Approach): 

• A Knowledge Repository known as System Knowledge Repository (SKR) 

• A Knowledge Model also known as System Knowledge Base 

• A set of Boilerplates and Patterns 

• A Semantic Indexing process 

• The CCC approach for requirements quality checking 

Aside of these principles, the final concern was the proper definition of the interoperability structure 
needed to operate all the elements of the proposer architecture. This interoperability layer was based on 
OSLC (Open Services for Lifecycle Collaboration). This interoperability layer was based on OSLC. The OSLC 
initiative [170] is a joint effort between academia and industry to boost data sharing and interoperability 
among applications applying the Linked Data principles [171]. OSLC is based on a set of specifications that 
take advantage of web-based standards such as the Resource Description Framework (RDF) [172]] and the 
Hypertext Transfer Protocol (HTTP) to share data under a common a data model (RDF) and protocol (HTTP). 
Every OSLC specification defines a shape for a particular type of resource. For instance, requirements, 

changes, test cases, models (the OSLC-MBSE1 specification Model-Based Systems Engineering by the Object 
Management Group) or estimation and measurement metrics to name a few have already a defined shape 

(also called OSLC Resource Shape). Currently, OSLC2 is part of the OASIS Open Standards Network. More 
specifically, OSLC Lifecycle Integration Core (OSLC Core), OSLC Lifecycle Integration for Automation (OSLC 
Automation), OSLC Lifecycle Integration for Change and Configuration Management (OSLC CCM) and OSLC 
Lifecycle Integration for Project Management of Contracted Delivery (OSLC PROMCODE) are the technical 

committees working on OSLC specifications at OASIS. Finally, OSLC Core version 3.0 is under public review3 
(28th September, 2016). 

The following subsections describe, one by one, all the aforementioned principles, as well as the OSLC 
domains developed to cope with the initial goals. 

                                                             
1 http://www.omgwiki.org/OMGSysML/doku.php?id=sysml-oslc:oslc4mbse_working_group 
2 http://www.oasis-oslc.org/ 
3https://www.oasis-open.org/news/announcements/30-day-public-review-for-oslc-core-version-3-0-ends-sept-28th 

http://www.omgwiki.org/OMGSysML/doku.php?id=sysml-oslc:oslc4mbse_working_group
http://www.oasis-oslc.org/
https://www.oasis-open.org/news/announcements/30-day-public-review-for-oslc-core-version-3-0-ends-sept-28th


              

         AMASS Baseline and requirements for architecture-driven assurance  D3.1 V1.1 

 

 
H2020-JTI-ECSEL-2015 # 692474 Page 27 of 88 

 

3.2.3.1 System Knowledge Repository 

A System Knowledge Repository (SKR) is where all the information related to improving the quality of 
requirements specifications is to be stored. Technically speaking, the SKR depicted in CRYSTAL is not 
including the storage for the requirements themselves, since different approaches for that exist. However, 
it could be extended with additional room for requirements to provide a more self-contained 
representation.  
 

 

Figure 8: System Knowledge Repository 

Globally speaking, a System Knowledge Repository is made up of the following elements: 

• A System Knowledge Base (SKB): where information about a specific business domain is stored. 
More information about this is provided in the following section. 

•  A System Assets Store (SAS): where the requirements are stored. This store might include the 
textual definition of the requirements (as well as other attributes commonly managed in a 
Requirements Management Tool) but what is a key element of this SAS is the formal representation 
distilled from each requirement through the application of boilerplates and patterns. 

3.2.3.2 System Knowledge Base 

A System Knowledge Base (SKB) is the formal representation of the knowledge about a specific business 
domain. Based on the content of a classical ontology, but with the aim to apply these knowledge bases for 
the enhancement of the quality of requirements specifications, the knowledge bases here described 
includes the following layers, which are funded one on top of the other: 
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Figure 9: System Knowledge Base 

More detailed, these layers, which are funded one on top of the other, contains the following information: 

• Terminology layer: where the specific terms describing the domain specific concepts are stored. 
The dictionaries described here includes not only domain specific terms, but also some other 
common terms such as determiners, prepositions… Finally, it also includes some terms and 
expressions to be avoided (detected as previous step for avoiding) in the requirements (e.g. 
maximise, minimise, user-friendly…) 

• Thesaurus layer: where the business concepts from the previous layer are better 
classified/clustered and linked together to provide even more semantics about the modelled 
domain. Examples of such semantic clusters could be: <system>, <system element>, <stakeholder>, 
<state>…, while examples of different types of relationships among concepts may include: 
synonymy, association, dependency, and aggregation. 

• Pattern layer: described in more detail in the following section (section 3.2.3.3), they represent the 
set of agreed upon grammars (structures) that the requirements should conform to 

• Formalization layer: describes the semi-formal transformation that a textual requirement follows 
once it matches with one of the aforementioned patterns. This transformation follows the steps 
described in section 3.2.3.4, known as the semantic indexing 

• Inference layer: unlike other more classical ontologies, the ones used in this approach are not 
based on axioms and rules, but rather on a set of CCC rules (see section 3.2.3.5) 

3.2.3.3 Boilerplates and Patterns 

An easy way to promote consistent requirements in large specifications is by following a set of agreed-upon 
grammars (boilerplates/patterns), together with the consistent vocabulary already described in section 
3.2.3.2. 

In order to do so, a taxonomy of different types of requirements shall be described. Later, for each different 
type of requirement one or more patterns is described. Those patterns are made up of a sequential list of 
items (slots), where each item may include: 

• A specific term: e.g. The… 

• A Part-of-speech item (or grammatical category): e.g. NOUN, VERB, … 

• A semantic cluster: e.g. <System_Element>, <User>… 

• A combination of the last two items 
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• Another pattern: a.k.a. sub-pattern, they provide the recursively structure of the language 

Figure 10 depicts an example of pattern. 

 

Figure 10: Example of boilerplates/pattern 

3.2.3.4 Semantic indexing and retrieval processes 

The semantic indexing process is represented as a sequence of steps (following a pipeline architecture) that 
allows a textual requirement to be first matched with any of the agreed patterns, then formalized based on 
a formal representation and lastly analysed for CCC (Correctness, Consistency and Completeness).  

The steps followed in this process are the following: 

• Tokenization: where the individual components of a sentence (requirement) are divided, first 
based on basic approach using a set of word separators, but lately using semantic meaningful 
tokens 

• Normalization: where some of the semantic tokens are reduced into a canonical form 
(masculine/singular for nouns, infinitive for verb forms…) 

• Disambiguation: the most challenging step in this indexing process, where one suitable form shall 
be selected in those cases where more than one concept exits the previous step. One example of 
the need for disambiguation is the typical example “Time flies like an arrow; fruit flies like a 
banana”, where some of the words can play different roles according to the structure and meaning 
of the sentence 

• Pattern matching: where each requirement is hopefully matched with one of the agreed upon 
patterns in the SKB 

• Formalization: following the pattern matching, the textual requirement is transformed into a 
semantic graph plus a set of metaproperties. This formal structure is the basis of some of the CCC 
quality rules, as well as the base for semantic retrieval/reuse of requirements 

 

Figure 11: Indexing process 

 
Figure 12 represents an example on how a textual requirement is first matched with one of the existing 
patterns, and then transformed into its formal representation (a semantic graph). 
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Figure 12: Formalisation requirements 

 
The semantic transformation is not only the base of the quality assessment approach (the CCC approach), 
but also the basis for the semantic search approach that, based on the formal representation of a 
requirement, allows more retrieval accuracy as a previous step for different techniques such as: 

• Identification of duplicated/overlapped requirements 

• Easy identification of related requirements 

• Detection of missing links 

• Identification of similar in previous projects as a requirement reuse mechanism 

Figure 13 shows an example where, based on the formal representation of the two requirements, and the 
information that may be contained in the System Knowledge Base (synonyms, linked concepts…), two 
requirements that could be apparently not similar are identified as fully equivalents from a semantic point 
of view. 

 

Figure 13: Semantic search engine 
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3.2.3.5 CCC Approach 

This approach tackles the need of assessing the level of quality of a requirements specification based on 
three main dimensions: Correctness for individual requirements, Consistency and Completeness for sets of 
requirements. It follows the set of quality metrics already described in CESAR, together with rules 
described in other standards and guides such as IEEE Std 830-1998, ISO/IEC 29148, and the INCOSE Guide 
for Writing Requirements.  

The RBE approach in CRYSTAL concluded that any of the three aforementioned quality dimensions could be 
tackled by 3 different types of metrics (quality rules): 

• Rules based on fixed algorithms: detection of passive voice, text length… 

• Parameterisable rules: where the rule depends of a parameter provided when the quality baselines 
are being tailored 

• Custom-code: allowing end-users of the tools designed to provide their own algorithm to cope with 
a new rule/metric 

Thus, these three dimensions include, among many others, rules such as: 

• Correctness: 
o Metrics based on information coming from the RMS: 

▪ Attributes, links, versions… 
o Metrics based on patterns: 

▪ Compliance with different types of requirements patterns 
o Detection of specific structures within the requirements 

▪ Metrics based on the conformance with models: 
▪ Concepts in your requirements coming from PBS, FBS… 

o Metrics based on linguistic algorithms: 
▪ Detection of passive voice, imperative tense… 
▪ Text length, misspelling…. 

o Metrics based on lists of terms: 
▪ Forbidden: ambiguous… 
▪ Restricted: negations, pronouns…  
▪ Mandatory: ‘shall’ 

• Consistency: answering the following questions: 
o Are all the expected requirements types involved in your specifications? 
o Are all the key concepts (from the ontology or from other models) properly covered? 
o Are your requirements properly linked? At the different levels? 

• Completeness: answering the following questions: 
o Are your requirements consistent with each other? 
o Are your requirements consistent with the models of your projects? 
o Do you have duplicated requirements in your specifications? 
o Are you using the proper measurement units in your requirements? 

3.2.3.6 Requirements Interoperability 

Interoperability was considered in the whole CRYSTAL Project as a key success factor. Thus, and relying on 
OSLC the project depicted a complete set of OSLC domains that, based on the Client and Provider paradigm, 
allowed the full interoperability scenario, not only for requirements, but also for knowledge items, quality 
rules and quality results (KPIs). 

Figure 14 depicts the whole OSLC schema as implemented for requirements-based engineering. The OSLC 
domains involved are: 

• OSLC for Requirements Management: as consumer of the requirements managed and stored in a 
requirements management repository 
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• OSLC for Knowledge Management: designed during the CRYSTAL project in order to exchange 
semantic information from the Knowledge Base 

• OSLC for System KPI: designed during the CRYSTAL project as the way to exchange information 
regarding with quality metrics and quality assessment results 

 

 

Figure 14: OSCL domains 

3.2.3.6.1 Tooling 

Finally, all these approaches and techniques were implemented in a set of tools, the Requirements Quality 
Suite (by The REUSE Company, http://www.reusecompany.com), that includes the following tools: 

 

 RQA – Requirements Quality Analyzer: 

◦ Customizes RQS with your own quality policies and checklist 

◦ Checks the correctness of your requirements specification 

◦ CCC: Correctness, Consistency and Completeness Analysis 

 

 RAT – Requirements Authoring Tool: 

◦ Write your requirements easily by using an assistant: pattern based 

◦ Correctness analysis on the fly 

◦ Consistency analysis on the fly 

 

 KM – Knowledge Manager: 

◦ Management of all the domain knowledge behind the quality analysis 

◦ Management of glossaries, taxonomies, thesauri and ontologies 

◦ Management of requirements Patterns to be used by RQA and RAT 
 

 

http://www.reusecompany.com/
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3.3 Pattern-based approaches  

In this section we review assurance patterns for argumentation and for compliance with standards related 
to the objective “Assurance Patterns Library Management” introduced in Section 2. 
 
Christopher Alexander proposed the idea of design patterns for the first time in order to describe and 
document recurring solutions for design problems [91]. Accordingly, a design pattern is a description of a 
set of successful solutions of a recurring problem within a context. A general design problem that occurs 
repeatedly in many applications can be solved by this approach and it is usually made of three pillars: a 
problem, a context and a solution [92].  
 
An important issue to address in the design of safety-critical embedded systems is the integration of 
implications on non-functional properties in the existing design pattern concept since non-functional 
requirements are an important aspect in the design of such systems. Armoush [93] proposed a pattern 
representation for the design of these systems by including fields for the implications and side effects of 
the represented design pattern on the non-functional requirements (safety, reliability, modifiability, cost 
and execution time) of the systems. The benefits of their applicability are quite clear: design quality, 
avoidance of introducing systematic faults in the design, flexibility and productivity can be fully exploited. 
They can be used either in hardware ([94], [95], [96], [97]) or software development to improve their 
corresponding development processes. Together with the aforementioned benefits, they are used to 
support and help designers and system architects to choose a suitable solution for a recurring design 
problem among available collection of successful solutions. Moreover, design patterns can simplify 
communication between practitioners and provide a good way for documentation of proven design 
techniques [98]. 
 
Concerning fault tolerance systems, design patterns can also be applied to allow modelling fault tolerance 
tactics with reuseable aspects by implementing them in a well-known architecture pattern [99]. Harrison 
and Avgeriou carry out an empirical study to investigate regarding the importance of having information 
about the effects on the architectural design pattern of fault tolerance tactics. In order to allow the 
designers to select among the best fault tolerance tactics, the impact of integrating them into architectural 
patterns must be available from the beginning. In [100] a model driven framework is created to be used in 
the development and testing of fault tolerance systems.  
 
[101] depicts different types of architectural design patterns concerning fault tolerance and can be 

implemented either in hardware or software. Table 1 represents some of the most remarkable ones, which 

were the basis for developing the design pattern catalog implemented in a tool [102] to the patterns that 

are appropriate for the real-time applications based on its design problems: 

Table 1: Hardware and Software fault tolerance patterns 

Hardware Patterns Software Patterns 

Triple Modular Redundancy Pattern N-Version Programming Pattern 

Homogeneous Redundancy Pattern Recovery Block Pattern 

Heterogeneous Redundancy Pattern Acceptance Voting Pattern 

M-Out-Of-N Pattern N-Self Checking Programming Pattern 

Monitor-Actuator Pattern Recovery    Block    with    Backup    Voting  
Pattern Sanity Check Pattern 

Watchdog Pattern 

Safety Executive Pattern 

 



              

         AMASS Baseline and requirements for architecture-driven assurance  D3.1 V1.1 

 

 
H2020-JTI-ECSEL-2015 # 692474 Page 34 of 88 

 

Likewise, we believe that there is a need of establishing certain design suggestions not only based on the 
previous concepts but also to achieve the need safety integrity level required by functional safety 
standards. Consequently, this source of information can be applied when trying to decide about certain 
architectures or safety mechanisms. 
 
One project addressing the preceding issues is the so-called SafeAdapt [103] It investigated in the area of 
modelling design patterns and defined a UML package that captures the problem, the solution and the 
applicability in textual form (stereotyped UML comments) [98]. These design patterns help to define 
configurations automatically as they determine a set of replicas with an allocation constraint eventually by 
means of a constraint solver. In the deliverable D4.1 of SafeAdapt [98], the model of a passive fault-
tolerance pattern with diversified replicas is shown in: 
 

 

Figure 15: Model of passive fault-tolerance pattern with diversification 

Along this same line, the concept of auto-generating platform models and configurations based on those 
patterns for AUTOSAR is tackled. 

To be more precise, the AUTOSAR gateway tool exports AUTOSAR from UML-EAST-ADL models (Papyrus 
add-on) [108]. Thus, it provides an enhanced transformation from EASTADL2 design architecture to 
AUTOSAR vehicle architecture design and initial system configuration. Some predefined strategies are 
applied to generate the preliminary AUTOSAR model. Based on EAST-ADL2 hardware platform 
specification, a hardware platform according to AUTOSAR concept is derived and runnables are grouped 
into software components, which are allocated to the Electronic Control Units (ECUs) based on runnables 
allocation.  

With this aim in mind and in the context of SafeAdapt [104] proposed an approach to deal with the 
challenges of fail-operational behaviour of safety-critical networked embedded systems in which engineers 
are supported by design concepts for realizing safety, reliability and adaptability requirements through the 
use of architectural patterns. They highlighted how fail-operational concepts can be expressed at software 
architectural level and the effort of developing such systems is significantly reduced. To do so, they 
represent patterns as meta-models extension, which can be instantiated at the software architectural level.  
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Figure 16: Overview of architectural pattern definition 

Specifically, different meta-models are proposed such the ones for adaptive fail-operational redundancy 
pattern or the one for fail-operational graceful degradation pattern.  
 
Similar concepts are addressed by [92] where an object-oriented approach to describe different safety 
patterns for control – monitor structure or Triple Modular Redundancy in UML are described. 
 

Some other projects such as parMERASA [105] provided recommendations to the execution models of 
AUTOSAR and IMA as well.  
 
Together with safety or availability issues, some other concerns such as security is discussed. SAFURE 
project [106] tackles not only safety but also the concept of security patterns, since the concept of 
architecture models and patterns for safety and security is addressed. To be more precise, the Hardware 
Security Module as defined in EVITA [107] and the separation kernel as described in the MILS 
recommendations are described. 
 

 

Figure 17: Modelling elements to represent platform elements for security [106] 
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Figure 18: Top down and bottom up approaches to system certification 
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3.3.1 Argumentation patterns targeting fault tolerance 

As it has recently been pointed out, some work has already been carried out w.r.t. argumentation patterns 
and its application on technology patterns such as multicore. Another important field gaining more interest 
from both academia and industry is the one trying to settle the issue of conceiving argumentation patterns 
for different fault tolerance design patterns. Fault tolerance in a system can be achieved through different 
design patterns such as redundancy, diversity, heartbeat or system monitor [81]. W. Wu and Tim Kelly [82] 
explained how it is possible to establish a set of argumentation patterns corresponding to different fault 
tolerant architectures. Figure 19, Figure 20, Figure 21, and Figure 22 illustrate arguments over the use of 
crosschecking (comparison and functional redundancy), voting (with functional redundancy), watchdog and 
enabling monitor (with analytic redundancy). 

 

Figure 19: Arguments over the use of crosschecking 

 

 

Figure 20: Arguments over the use of voting 

 

Figure 21: Arguments over the use of timeout (watchdog) 
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Figure 22: Arguments over the use of enabling monitor 

3.3.2 Argumentation patterns for specific technologies 

In the same way that fault tolerance argumentation patterns can be built up, the same approach is 
applicable to create specific technology ones, making the reuse process easier. [140] proposes a safety 
argumentation pattern for multicore to make the reuse easier. Figure 23 depicts an excerpt of safety 
argumentation used for safe access to shared resources related to multicore. 

 

Figure 23: Excerpt of safety argumentation used for safe access to shared resources 

 

Figure 24 shows a common pattern regarding sharing resources so all instantiations of it will have a similar 
structure that will help the system on a future step to compare decisions from past cases and how the 
decisions have affected the arguments. 
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Figure 24: Preliminary pattern and its use on an example for shared resources 

 
However, mainly of the work has been done in relation with safety case patterns so far. Thus, assurance 
case patterns addressing technology specific solutions and considering some other concerns such as 
security will be further investigated in AMASS.  
 

Together with assurance and certification issues related to the previous specific technologies, some others 
like deterministic communication technologies, remote diagnosis or software upgrading will be further 
investigated in AMASS in order to see under what circumstances can be reused, assured and certified. 

3.4 Assurance of specific technologies 

In this section we review different assurance and certification activities concerning novel technologies. This 
is related to subsection 2.3 “Assurance of Specific Technologies”. 
 
The fact that new technologies have arisen over the past few years challenges traditional assurance and 
certification procedures. A challenging issue in safety-critical domains such as automotive or aerospace 
industry is that those novel technologies emerge before certification processes can be adapted in time. 
Consequently, new requirements might be included as part of the current or future standards because of 
the usage of a specific technology. Furthermore, specific assurance case patterns related to a specific 
technology can be developed. In the same way, new methods and requirements covering multi-concern 
assurance of the evolving new technologies/architectures might be needed to balance the trade-off 
between the different concerns as tackled in WP4. 
 
Because of the aforementioned pace of technological change, some entities like NASA have published 
standardized design process and assurance activities for complex electronics. Figure 25 illustrates the 
devices that can be roughly grouped by function and complexity [136]: 
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Figure 25: Classification of complex electronics 

3.4.1 MultiProcessor System-on-a-Chip: multi-core 

One of the most relevant and recent platforms that has gained increasing relevance is the so-called MPSoC 
(Multiprocessor System-on-a-Chip) which uses multiple processors on a single chip.  
 
In fact, one of the very significant areas for AMASS is the rise of multi-core processors which use is rapidly 
increasing. They can be part of microprocessor based on SoC (standards microprocessor cores completed 
with various hardware functions which are not customizable and only configurable through programming 
registers) or part of custom SoC/ System on Programmable Chip (SoPC) (included programmable logic).  
The benefits from integrating multiple functionalities in a single chip are quite clear. There are substantial 
savings with respect to volume/reduction of size, weight, cost and energy consumption. Parallel processing 
and the physical separation of mixed criticality software arise as possible implementations of these 
architectures. Together with the previous benefits, the total number of computational nodes and wires is 
considerably reduced increasing the robustness due to connector failures.  
 
In spite of these benefits, multi-core processors present some pitfalls that need to be overcome and further 
investigate. These limitations include difficulties in the certification process due to the high complexity of 
these kinds of systems, the lacking temporal determinism and problems related to error propagation 
between subsystems [137].   
 
The hard-real time constraints that many safety-critical embedded applications require stand for systems 
having to guarantee worst-case execution time (WCET). In fact, missing a specified deadline could lead to 
catastrophic failures. Thus, we should keep in mind that several problems still arise with existing multi-core 
architectures. Likewise, another drawback is the high complexity they present. The European Aviation 
Safety Agency and the Federal Aviation Administration classify them as “highly complex microcontrollers” 
and proposes as a compromise solution limiting its use to a single core, turning off all the other cores, even 
though this is not really the desirable solution. The need of guaranteeing spatial and temporal partitioning 
requires also from adequate partitioning mechanisms.  
 
Even if some of the existing multi-core architectures do not contain special mechanisms to ensure freedom 
of interference by providing temporal and spatial isolation, in the recent years new multi-core based 
architectures have been developed having these requirements in mind. One remarkable example is the 
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platform architecture developed in RECOMP [156]. It stands for Reduced Certification Costs Using Trusted 
Multi-core Platforms. and deals with mixed criticality issues what is a serious certification cost driver and 
limits update capabilities of non-critical functions, as safety requires from synchronism and determinism. In 
particular, this EU-funded project developed HW and SW architectures, design methods, and tools to 
efficiently design and (re-)certify MPSoCs for mixed critical systems. 
 
The European ARTEMIS ACROSS project (2010-2013) [173][174] evolved a heterogeneous muti-core 
architecture that enables certification for the highest criticality levels. It supported temporally deterministic 
applications via a time-triggered Network-on-Chip and ensured the freedom of interference between 
applications from different criticality levels. 
 
Another project addressing the multi core architectures challenges is CONCERTO [145]; CONCERTO, an 
ARTEMIS JU project recently ended, provides a cross-domain model driven methodology supporting the 
design, verification and implementation of critical real-time software systems that target multicore 
processors. In particular, CONCERTO extended the results of the CHESS project [146][26] allowing 
modelling and verification of dependability and timing properties for software components allocated to 
multicore processors. Run-time monitoring analyses are also provided to analyse traces on the actual 
application execution in its run-time environment. 
 
On top of the cross domain support, CONCERTO provides some domain specific support; for instance, in 
order to better cover specific needs for the avionics, the modelling language and analysis tool support have 
been extended to cover the requirements of the IMA avionics architectures. Using the CONCERTO/CHESS 
extended approach, IMA and ARINC-653 functional/application partitions can be modeled, together with 
their allocation to cores; then their timing properties can be derived and statically analyzed.  
 
Regarding certification of critical real-time software systems that target multicore processors, additional 
work should be done to better understand the potential support of the analysis methods proposed by 
CONCERTO. 
 
As EASA considered inevitable the introduction of processor multi-core in Embedded Aircraft Systems, they 
decided to publish a study [155] for information purposes, as the outcome of MULCORS (The Use of 
MULticoreproCessORS in Airborne Systems) project. This study aims to provide a survey of Multi-core 
processors market availability, define multi-core processors assessment and selection criteria, perform 
investigations on a representative multi-core processor, identify mitigation means, design and usage rules 
and limitations, suggest recommendations for multi-core processor introduction and to suggest 
complementary or modification to EASA guidance. 
 
In the same way, the EU FP7 projects CONTREX (Design of embedded mixed-criticality CONTRol systems 
under consideration of EXtra-functional properties) [148], DREAMS[149] and PROXIMA [150] collaborate in 
an European Mixed-Criticality Cluster (MCC) [147] to identify future challenges in the design and 
development of mixed-criticality multicore systems. They establish essential challenges to overcome in the 
area of timing, certification, extra-functional properties and development methods. One key factor is the 
need of ensuring temporal and spatial partitioning. To do so, theses architectures include the appropriate 
mechanisms put in place at different levels. Regarding certification CERTAINTY (Certification of Real Time 
Applications designed for mixed criticality), MultiPARTES, PROXIMA or DREAMS work in the context of 
mixed-criticality systems. CERTAINTY facilitated the path towards certifiability in the avionics domain by 
providing a set of hardware and software principles, methodologies and techniques mastering system 
predictability and determinism while ensuring isolation between tasks of different criticality during shared 
hardware resource accesses. Besides, it contributed to define NoC (Network on Chip) protocols to ensure 
system robustness with very low overhead together with new design methodologies and accompanying 
tools to simplify the timing verification of safety-critical applications. Another important topic w.r.t. 
certification is the one related to modular safety cases what was one of the research concerns of DREAMS 
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whereas the goal of was to deliver evidence and arguments on its probabilistic approach. Such systems may 
be heterogeneous with needs and requirements going up against in contest in terms os safety and security 
purposes.  
 
It should be mentioned that some current MPSoC architectures already include safety and security related 
features to ensure product and process integrity. For instance, the The UltraScale MPSoC architecture 
builds on Zynq-7000 include multiple military-class security protocols to prevent any conceivable 
unauthorized access. One of the main issues to address is how to leverage the benefits of FPGA and at the 
same time meet the functional safety requirements.  

3.4.2 Programmable Logic Devices 

In [153] Bate and Conmy discussed the most significant issues and the possible solutions for the 
certification of FPGAs. Clegg [154] explained how faults and failures can be introduced into a FPGA, what 
possible mitigation techniques can be used, and the need for arguments to demonstrate how a FPGA meets 
its safety requirements. FPGA companies such Xilinx[175] or Altera [178][179] provide a functional safety 
design flow for both FPGA and SoC. This includes DO-254 compliant IP cores [177], certificate and reports 
and FPGA design and verification tools and methodologies. Xilinx functional safety design flow solution has 
been certified by TÜV SUD [176], reducing the whole certification time process by several months. 
Furthermore, regarding fault tolerance, Xilinx Isolation Design flow and Isolation verification tools provide a 
certified methodology to separate areas on the FPGA. This ensures that a fault of an isolate region (fault 
containment region) does not propagate to a different one generating a cascading failure. Besides it 
provides DO-254 compliant IP modules.  

3.4.3 COTS (Commercial Off-The-Self)  

COTS technology also presents assurance and certification challenges. Two different groups can be 
distinguished: COTS IC (Integrated Circuit) and COTS IP (Intellectual Property) 

- COTS IC:  Any COTS digital or hybrid electronic device which does not execute software in a specific 
core e.g., bus controllers, flip-flop, multiplexers, converters, memories… 

- COTS IP (Commercial Off-The-Self Intellectual Property: any commercially available electronic function 
designed to be reused as a portion of a device which may be classified in the following three categories 
Soft IP, Firm IP or Hard IP)  

Even if some work has been already done, AMASS will try to contribute to this enhancement. 

3.4.4 IMA (Integrated Modular Avionics) 

The development of multi-core based high performance IMA platforms will be a necessary step to reach a 
larger scale integration on function level. The Federal Aviation Authority’s (FAA) Certification Authorities 
Software Team (CAST) has issued a position paper [141] where they limit the use of one core for IMA and 
two cores for other systems. 
 
Rudolf Fuchsen [138] also tackled the concept of how to address Certification for Multi-Core Based IMA 
Platforms on the published professional article. It emphasized that integration of software services with 
diverging functional, robustness, safety and security needs requires an embedded platform, which provides 
sufficient CPU performance, memory resources and I/O bandwidth. At the same time, it should be 
sufficiently reliable, have a deterministic and predictable real-time behaviour, and support a safe and 
secure resource and CPU time partitioning. To finish with, it should be certifiable according to the 
applicable safety and security standards. 

https://www.sysgo.com/services/document-center/ima/#tab_c597
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3.4.5 AUTOSAR 

Not only new complex electronics architectures pose a challenge with respect to certification, but also the 
open integrated architectures like AUTOSAR or the previous mentioned IMA. AUTOSAR is considered a 
layered software architecture with about 80 modules and several functional safety measures are 
considered in [183]. As for IMA, it is of vital importance to ensure the freedom of interference for software 
components with different ASIL ratings. 

As mentioned, an important issue is to fulfil ISO 26262 in an AUTOSAR architecture. The Safe Automotive 
soFtware architEcture (SAFE) [182] project addressed the previous concern speeding up the efficient 
development of safety features in cars. The main objective was to extend the AUTOSAR architectural 
model, enhance methods for defining safety goals and define development processes complying with the 
new ISO 26262 standard for functional safety in automotive electrical and electronic systems. Three of the 
most relevant key results regarding AUTOSAR and ISO 26262 were the following: 

• Definition of an assessment model in order to show ISO 26262 compliance in terms of AUTOSAR 
architecture, determining which safety-related inputs/outputs are needed on each design phase, 
determining which safety-related inputs/outputs are needed on each design phase;  

• AUTOSAR architecture recommendation and configuration through application rules  

• A proposal for extension of the AUTOSAR standard, based on resulting final results of system, 
hardware and software meta-model, with specialised properties for safety analysis. 

3.4.6 Adaptive Systems 

In the same way, new multi-core based platforms need to reach the same level of determinism as single 
core platform and this feature needs to be demonstrated, the same applies to other emerging technologies 
such as adaptive systems. Some properties such as time and space partitioning need to be ensured and 
verified.  

The more systems e.g. automotive systems are evolving towards open systems, the bigger is the potential 
applicability of concepts targeting fully self-adaptive systems. Moreover, adaptation is believed to be the 
forthcoming breakthrough in computing. This implies that traditional safety approaches addressing a 
complete safety-assessment at development time will not be fully applicable. New safety assessment 
scenarios will arise where systems and components that are not known at design time need to be 
integrated with already existing ones. Consequently, these future challenges may require from a complete 
revision of several standards e.g. ISO 26262 that these systems would need to comply with. SafeAdapt 
[103] investigated to propose a set of example of methods and techniques that would need further analysis 
to comply with ISO 26262 in terms of adaptive systems by inducing a critical thinking so that a safer system 
could be built.  

Table 2:  Summary of methods/techniques that need further analysis to be applied on adaptive systems[139] 

Method/technique Level of appliance Rationale 

Formal methods System / hardware / 
software 

Formal methods can be used to verify each of the 
possible adaptation situations the system could 
run into. 

Safety analysis System As a possible safety analysis, the combination of 
state-space and non-state-space model based 
techniques. 

STPA (new hazard analysis 
technique)[152] 

System A New Hazard Analysis Technique has been used 
for a preliminary HARA analysis on different 
domains where complex interactions occur. 
However, its use on adaptive systems needs 
further research. 
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Method/technique Level of appliance Rationale 

Model-based development System It enables low cost, iterative investigation and 
early verification and validation being able to re-
design before the real implementation is carried 
out. In the same way, the adaptation concept and 
its development could be not only verified but also 
evaluated and re-designed depending on the 
obtained results. 

Simulation System / Hardware / 
Software 

For functional behaviour verification 
For fault injection for safety and dependability 
validation 

These kinds of systems would need from new verification and validation methods. 
 

3.5 System Modelling Languages  

Many system (and system-related) modelling languages that have been proposed over the last couple of 
decades can be used in AMASS for architecture-driven assurance purposes, and more concretely in relation 
to the objective “System Architecture Modelling for Assurance”. The corresponding models (1) could be 
analysed to determine the extent to which they comply with the applicable standards’ requirements, such 
as requirements regarding their completeness or consistency, or (2) could be used to support assurance 
analysis and to store the corresponding information, such degree of compliance, in a structure way. 

The following subsections review the main system modelling languages that the AMASS consortium 
currently regard as the most relevant ones for architecture-driven assurance which is related to subsection 
2.1 “System Architecture Modelling Assurance”. 

3.5.1 UML 

The Unified Modeling Language (UML) is a general-purpose modeling language, which is intended to 
provide a standard way to visualize the design of a software engineering system [109]. It was originally 
motivated by the desire to standardize the disparate notational systems and approaches to software design 
developed by Grady Booch, Ivar Jacobson and James Rumbaugh at Rational Software in 1994–95, with 
further development led by them through 1996. It was adopted in 1997 as a standard by the Object 
Management Group (OMG), and later in 2005 by the International Organization for Standardization (ISO) as 
an approved ISO standard.  

The current version is UML 2.5, officially released in June 2015 [110]. With great efforts devoted in 
academia to provide UML with strong formal foundations, it has pervaded education and industry, having 
become a de-facto standard in the field of software engineering. Examples of tools that support UML 
modelling include IBM Rational (e.g. Rhapsody), Papyrus (open source), PTC Integrity Modeler, Modelio, 
Enterprise Architect, and MagicDraw. 

UML and the 4+1 View Model. The 4+1 View Model (Figure 26) was designed by Philippe Kruchten for 
"describing the architecture of software-intensive systems, based on the use of multiple, concurrent views" 
[111]. This model, or some variant of it, has been widely adopted to describe software systems. It starts 
from the principle that a single view is not enough to represent adequately the viewpoints of different 
stakeholders, such as end-users, developers and project managers. Therefore, one needs several views to 
describe the system from those different viewpoints. Each view uses a different language (or UML-
sublanguage) to address the particular needs of each stakeholder. 
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The four views of the system are logical, process, development and physical view. In addition to these basic 
views, use cases or scenarios are used to illustrate the architecture, i.e. the use cases view is the fifth view 
in the set. There are multiple versions of the 4+1 model and its relationship to UML resources. We provide 
here a brief summary: 

• Logical view (or Conceptual view): The logical view is a static information model concerned with 
the functionality that the system provides to end-users. The main elements of UML used to convey 
this view are Class diagrams. 

• Process view (or Execution view): The process view deals with the dynamic aspects of the system, 
i.e. it explains the system processes and how they communicate, and focuses on the runtime 
behavior of the system. The process view addresses mainly the needs of system integrators 
regarding concurrency, distribution, performance, and scalability, etc. The UML diagrams used to 
represent the process view include Activity diagrams, Statecharts, Communication diagrams, 
Sequence diagrams, Interaction diagrams, and so on (UML is particularly rich in different kinds of 
diagrams to represent the dynamics of systems). 

• Development view (or Implementation view): The development view documents a system from 
the designer and programmer's perspectives, and it is concerned with software decomposition and 
management, where the expression of usage relationships, interfaces and dependencies is crucial. 
It uses the UML Component diagram to describe system components, often combined with the use 
of Package diagrams. 

• Physical view (or Deployment view): The physical view depicts the system from a system 
engineer's point of view. It is concerned with the hardware-software mapping, i.e. the topology of 
software components on the physical layer, as well as the physical connections between these 
physical components. The Deployment diagram is the main UML resource used to represent the 
physical view, where the predefined icons are frequently tailored to meet specific needs and 
representational conventions. 

• Use Case view (or Scenarios view): The description of an architecture is illustrated using a small set 
of use cases, or scenarios, which become a fifth view. Use cases define in an abstract way the 
services provided by the system as the external agents (called Actors) perceive them. Scenarios are 
concrete examples of interactions between Actors and System, sometimes including also 
interactions between system’s internal objects and processes. Use cases are used to identify 
architectural elements and to illustrate and validate the architecture design, since the services 
provided by the system can (though not always) be allocated to different architectural subsystems 
and components. Scenarios also serve as a starting point for tests of an architecture prototype.  

 

Logical View 
(Conceptual) 

Process View 

(Execution) 

Development View 

(Implementation) 

Physical View 

(Deployment) 

Use Case View 
(Scenarios) 

Figure 26: The 4+1 Model or Architectural Views 
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Table 3:  Characteristics of each view in the 4+1 Model 

View 
Logical 

(Conceptual) 
Process 

(Execution) 
Development 

(Implementation) 
Physical 

(Deployment) 

Aspect 
Information 

model 
Concurrency and 
synchronization 

Software management 
and working environment 

Software-Hardware 
mapping 

Stakeholders End users System integrators 
Designers and 
programmers 

Systems engineers 

Requirements Functional 

Performance 
Availability 
Reliability 

Concurrency 
Distribution 

Security/Safety 

Software management 
Reuse 

Portability 
Maintainability 

Platform/Language 
constraints 

Performance 
Availability 
Reliability 
Scalability 
Topology 

Communications 

Notation 
Classes and 
associations 

Processes and 
communications 

Components and usage 
relationships 

Nodes and 
communication paths 

 

3.5.2 SysML 

SysML [112] is a modelling language for systems engineering applications that allows the representation of 
various systems using a standardized set of symbols and supports the specification, analysis, design, 
verification and validation of a wide range of simple and complex systems and systems of systems. SysML 
allows a graphical definition of technical and conceptual aspects of a system, e.g. a "Plane". SysML is based 
on UML, and extends it with additional capabilities that allow its application in systems of general scope 
and not only related to software. The overall aim of SysML is to provide modelling techniques to a variety 
of systems including physical equipment, software, data, people, procedures, and facilities. 

The benefits of using SysML lie in the potential of representation offered, which exceeds the natural 
barriers that exist in the various disciplines of knowledge. The language supports the creation of relatively 
simple representations of understanding, for systems covering disciplines such as thermodynamics, 
hydraulics, electronics and computer. The fact that SysML is not limited to a specific area of knowledge is an 
important because of the possibilities of integrating knowledge from multiple disciplines and knowledge 
reuse. Among the possibilities offered by the SysML, a user can model requirements and apply parametric 
restrictions. This allows the implementation of requirements engineering and performance analysis, which 
are essential when designing and assuring critical and complex systems. 

The SysML diagrams are a specialization of UML diagrams. Some UML diagrams are used, other UML 
diagrams are adjusted so that they have greater coverage of representation and not just limited to software 
engineering, and other diagrams have been added only for SysML. Figure 27 shows the SysML diagrams 
taxonomy. Behavior Diagrams can represent different behaviors and states of systems, and consist in the 
following four diagrams: Activity Diagram, Sequence Diagram, State Machine Diagram, and Use Case 
Diagram. The Requirements Diagram is a new type of diagram that allows the application of requirements 
engineering in the design of systems. It also allows the definition of text-based requirements. Structure 
Diagrams allows the representation of structural and composition of the systems by means of Block 
Definition Diagram, Internal Block Diagram, Parametric Diagram, and Package Diagram. 
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Figure 27: SysML diagrams 

 
Currently there are many tools on the market that offer the possibility of representing systems through 
SysML, such as Rational Rhapsody (IBM), Papyrus (Polarsys), Integrity Modeler (PTC), Magic Draw (No 
Magic), and Enterprise Architect (Sparx Systems). 

3.5.3 CHESS 

CHESS [26] is a model driven methodology for the design, verification and implementation of critical 
software system. CHESS comes with its own component model and modelling language, the latter  
implemented as UML, MARTE (see 3.5.7) and SysML profile and called CHESSML [157]. Both the 
methodology and CHESSML can be put in practice by using the supporting toolset implemented on top of 
Eclipse Papyrus UML editor and made available as Eclipse open source Polarsys project [163].  

The CHESS methodology relies on the CHESS Component Model [158], which is built around the concepts of 
components, containers and connectors. It supports the separation of concerns principle, strictly separating 
the functional aspects of a component from the non-functional ones.  

According to the CHESS Component Model, a component represents a purely functional unit, whereas the 
non-functional aspects are in charge of the component’s infrastructure and delegated to the container, and 
connectors are responsible for the communication between containers. 

From the interaction perspective, components are considered as black boxes that only expose their 
provided and required interfaces. Non-functional attributes are specified by decorating the component’s 
interfaces with non-functional properties related for instance to real-time concerns (e.g. a real-time 
activation pattern for an operation). 

The declarative specification of non-functional attributes of a component, together with its communication 
concerns, is used in CHESS for the automated generation of the containers and connectors that embody the 
system’s infrastructure. 

The CHESSML Dependability profile is used to enrich functional models of the system with information 
regarding its behaviour with respect to faults and failures, thus allowing properties like reliability, 
availability, and safety to be documented and analysed. 

Moreover, CHESSML, by reusing and extending the MARTE UML profile, provides capabilities to specify 
timing related constraints on top of the component interfaces.  
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By using the CHESS methodology, modelling language and supporting toolset the modelled software 
system can be validated by applying specialised state-of-the-art schedulability analysis and dependability 
analysis, like state based analysis and failure propagation analysis. Such analysis results can then be used as 
artefacts for the qualification of the components and the overall system. Finally, code can be automatically 
generated for the designed and validated component architecture. 

Consistent with the principles of component-based software engineering, the CHESS component model is 
hence characterized by the definition of “strong interfaces” that are the basis for structural composability, 
and precursors of contracts.  

Indeed, in the direction to further support qualification and then certification of components, CHESSML has 
been extended to support the modelling of contracts, as addressed by the SafeCer generic component 
model (see 3.5.4). A dedicated profile for contract has been implemented of top of CHESSML (see appendix 
B). Then integration with the OCRA tool has been developed to support formal validation of contract 
refinement on top of the CHESS model. 

CONCERTO ARTEMIS JU project [145] recently extended CHESS methodology, component model and 
toolset, aiming at the development of support technology for the use of model-based engineering artefacts 
and solutions for the end-to-end development process of critical real-time software systems that target 
multicore processors, as discussed in section 3.4. 

3.5.4 SafeCer generic component model 

Component Based Software Engineering (CBSE) promotes building software from existing software units, 
called software components, to facilitate software reuse and reduce development costs [23]. The approach 
emphasizes the notion of components being independent units with explicitly defined interfaces that 
capture all communication and all dependencies towards the rest of the system.  

The systems development processes are then typically a mixed top-down and bottom-up approach, in 
particular by focusing on the decomposition of the system into the proper entities to develop/reuse in the 
top-down case and by composing the independently designed or reused entities during the second case. 

When applied in the context of safety critical applications subject to certification, the traditional CBSE 
concepts must be extended with the information needed to support safety related concerns, in order to 
support the assurance case specification and so the certification process. 

In fact, when a component is reused, it should be possible to reuse any safety argument and evidence, the 
latter collected during the component development or during a previous usage of the component itself. 
This means that for a given component, beside the checks concerning interfaces specification and 
compatibility, it should be possible to check if the associated safety related information can hold in the new 
environment where the component should operate.  

In the context of the SafeCer project a generic component meta-model was defined [28], based upon 
common notions available in standard modelling languages and component models, like UML/SysML, and 
in particular: 

• hierarchical components, at type and instance level; 

• component’s required/provided data, event and service ports 
 

The reader can refer to appendix A to find detailed information about how the aforementioned concepts 
are supported by the SafeCer component model. 

Starting from a common notion of component model, new principles and mechanisms for safety contracts 
and safety argumentation formulation (in general term) have been added to the concept of component 
(see Figure 28).  
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Figure 28: Contracts, properties and argumentation. 

Component contracts and argumentation fragments represent reusable information associated with a 
component type, i.e., information that is valid for any instantiation of the component type in any context. 
Component contracts define properties together with the context assumptions under which they are 
guaranteed, and argument fragments represent a part of the safety argumentation related to the 
component type with no (or few but documented) context dependencies. 

The metamodel supports the definition of strong and weak contracts. As discussed in [24] and [25], while 
strong assumptions define compatible environments in which the component type can be used, weak 
assumptions define specific contexts where additional information is available. Hence, a component type 
should never be used in a context where some strong assumptions are violated, but if some weak 
assumptions do not hold, it just means that the corresponding guarantees cannot be relied on. 

Component instance inherits contracts and argument fragments from the component type, containing 
argumentation supporting the claims of the contracts. Moreover, for a given component instance it is 
possible to specify the set of weak contracts associated to the typing component which are active in a given 
system. 

In a hierarchical system, a given contract of a decomposed component can be actually decomposed/refined 
by contracts of the internal parts decomposing the component itself; so for a given contract of a component 
it shall be possible to model the set of contracts of the child components which decompose/refine the 
contract of the parent component. 

A component type can be associated with a number of safety argument fragments. An argument fragment 
provides a structured representation of the different evidence that a certain safety goal is met, and the 
reasoning why these evidences together form a sufficiently trustworthy case. A component contract can 
refer to argument fragments that describe the various evidence and the reasoning why the component can 
be trusted to fulfil the contract. For example, argument fragments can be represented as modules in GSN, a 
notation for systematic structuring of safety argumentation. The integrity level attribute available for 
contract’s properties denotes the confidence in the contracts, i.e., the strength of the argumentation why 
the component can be trusted to fulfil the contract. 



              

         AMASS Baseline and requirements for architecture-driven assurance  D3.1 V1.1 

 

 
H2020-JTI-ECSEL-2015 # 692474 Page 49 of 88 

 

3.5.5 Modelica 

Modelica [113] is an object-oriented programming language that allows physical systems modelling. 
Physical system models are built to represent an abstraction of the real world where the model is going to 
be used and its response to particular stimuli. 

The Modelica language can be specified semantically by a set of rules that translate the designed model 
into a simpler flat Modelica structure. Models created with Modelica can be expressed by means of 
differential, algebraic, and discrete equations, by giving the possibility to the designer to develop models 
without needing any graphical representation. This flat structure allows keeping the model information, as 
functions, packages and partial models, allowing correctness to be verified before building the simulation 
model [114]. The language has raised great interest from system engineers. 

The overall aim of Modelica is to ease models transformation into symbolic models in order to perform 
better simulations, which even in many cases could not be done. From these transformations, the 
opportunity to better share and reuse Modelica models by reducing the modelling effort also emerges 
[115]. 

Modelica provides a grammar that allows representing many building blocks of Modelica, such as 
characters and lexical units including identifiers and literals. The smallest building blocks in Modelica are 
single characters that belongs to a set; these elements are combined to form lexical units or tokens that are 
detected by the lexical analysis part. Table 4 shows some rules from the whole Modelica grammar 
specification. This information is the basis for representing physical laws that govern the model, without 
graphical representation information or comments, and for understanding the essentials as the information 
related to the components, and their properties as values and their relations with the rest of the 
components of the model.  

Tools such as Dymola, JModelica, MapleSim, and OMEdit support the creation of Modelica models. Figure 
29 shows an example of a Modelica model. 

Table 4: Selected Production rules of the Regular Tree Grammar of Modelica 

class_definition ::=  class_prefixes  class_specifier  

class_prefixes ::=  (model) 

class_specifier::=  long_class_specifier |short_class_specifier   

long_class_specifier ::= 
IDENT string_comment composition  end IDENT| extends 
IDENT [class_modification] string_comment composition  
end  IDENT 

short_class_specifier ::= 
IDENT "=" base_prefix name [array_subscripts]  
[class_modification] comment| IDENT "=" enumeration "(" ( 
[enum_list] | ":" ) ")" comment 

component_clause ::=   
type_prefix type_specifier [array_subscripts] 
component_list 

type_specifier ::=   name 

name ::=  ["."] IDENT {"." IDENT }  

component_list ::= component_declaration { "," component_declaration } 

component_declaration 
::= 

declaration [condition_attribute] comment 

declaration ::= IDENT [array_subscripts] [modification] ->KE | Term 

connect_clause ::=   
connect "(" component_reference "," 
component_reference ") 

component_reference ::= ["."] IDENT [array_subscripts] {"." IDENT array_subscripts]} 
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Figure 29: Modelica model [115] 

3.5.6 RSHP 

RSHP (arship) [117][118] is a universal knowledge representation model based on the ground idea that 
whatever information can be described as a group of relationships between concepts. Therefore, the 
leading element of an information unit is the relationship. For example, Entity/Relationship data models 
are certainly represented as relationships between entity types; software object models can also be 
represented as relationships among objects or classes; in the process modelling area, processes can be 
represented as causal/sequential relationships between sub-processes. Moreover, UML or SysML 
metamodels can also be modelled as a set of relationships between metamodel elements.  

RSHP provides a repository model (Figure 30) to store information and relationships with the aim of reusing 
all kind of knowledge chunks. Furthermore, free text information can certainly be represented as 
relationships between terms by means of the same structure. Indeed, to represent human language text, a 
set of well-constructed sentences, including the subject+verb+predicate (SVP) should be used. The SVP 
structure can be then considered as a relationship typed V between the subject S and the predicated P. 
More specifically, the RSHP formal representation model is based on the following principles: 

• The main description element is the relationship since it is the element in charge of linking 
knowledge elements.  

• A Knowledge Element (KE) is an atomic knowledge component that appears into an artefact and 
that is linked by one or more relationships with other KEs to build information. It is defined by a 
concept, and it can also be an artefact (an information container found inside a wider artefact). A 
concept is represented by a normalized term (a keyword coming from a controlled vocabulary, or 
domain). Artefacts are knowledge containers of KEs and their relationships. 

In RSHP, the simple representation model for describing the content of whatever artefact type 
(requirements, risks, models, tests, maps, text docs or source code) should be: α = i_α = {(RSHP_1 ), 
(RSHP_2 ),…, (RSHP_n )}, where every single RSHP is called RSHP-description and must be described using 
KE.  
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One important consequence of this representation model is that there is no restriction to represent a 
particular type of knowledge. Furthermore, RSHP has been used as the underlying information model to 
build general-purpose indexing and retrieval systems, domain representation models, approaches for 
quality assessment of requirements, and knowledge management tools. 

RSHP is currently the main modelling language and thus is supported by the Requirements Quality Suite 
(RQS; https://www.reusecompany.com/requirements-quality-suite). 
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Figure 30:  The RSHP representation model using UML 

3.5.7 Other Languages 

In addition to the languages presented in the previous sections, the following modelling languages that 
might be relevant for architecture-driven assurance in AMASS. 

AADL (Architecture Analysis and Design Language; [119]) is a SAE (Society of Automotive Engineers) 
standard designed for the specification, analysis, automated integration and code generation of real-time 
performance-critical (timing, safety, schedulability, fault tolerant, security, etc.) distributed computer 
systems. It provides a new vehicle to allow analysis of system designs (and system of systems) prior to 
development and supports a model-based, model-driven development approach throughout the system 
life cycle. 

DAF (Dependability Assurance Framework for Safety-Sensitive Consumer Devices; [120]) is an OMG (Object 
Management Group) specification that aims to provide a new system assurance methodology for the 
dependability argumentation for consumer devices, which is achieved by integrating conventional system 
assurance approaches such as risk analysis and assessments with a new way of approaching unique 
characteristics of consumer devices. 

EAST-ADL [121] is a metamodel and an ontology for representing engineering information for automotive 
embedded systems. As such, it can be applied in different ways: As a framework to characterise 
engineering artefacts, as an exchange format between tools, as a UML Profile or as a native EAST-ADL 
modeller. 

KDM (Knowledge Discovery Metamodel; [122]) is an OMG specification that provides a common 
intermediate representation for existing software systems and their operating environments 

MARTE (Modeling and Analysis of Real Time and Embedded systems; [123]) is an OMG specification for 
modelling real-time and embedded applications with an UML extension in the form of a profile. MARTE 
consists of four main parts: (1) a core framework defining the basic concepts required to support real-time 

https://www.reusecompany.com/requirements-quality-suite
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and embedded domain; (2) a first specialization (refinement) of this core package to support pure 
modelling of applications (e.g. hardware and software platform modelling); (3) a second specialization 
(refinement) of this core package to support quantitative analysis of UML models, specially schedulability 
and performance analysis; and, (4) a last part gathering all the MARTE annexes such as the one defining a 
textual language for value specification within UML models. 

ODM (Ontology Definition Metamodel; [124]) is an OMG specification that aims to make the concepts of 
Model-Driven Architecture applicable to the engineering of ontologies. It links CL (Common Logic), OWL 
(Web Ontology Language), and RDF (Resource Description Framework). 

RAS (Reusable Asset Specification; [125]) is an OMG specification to package digital artefacts. The 
specification is a set of guidelines and recommendations about the structure, content, and descriptions of 
reusable software assets. The main purpose of RAS is to increase the reusability of the software assets by 
encouraging consistent and standard packaging. 

SBVR (Semantics of Business Vocabulary and Rules; [126]) is an OMG specification that can to be used as 
the the basis for formal and detailed natural language declarative description of a complex entity, such as a 
business. SBVR is intended to formalize complex compliance rules, such as operational rules for an 
enterprise, security policy, standard compliance, or regulatory compliance rules. 

SMM (Structured Metrics Metamodel; [127]) is an OMG specification to define, represent, and exchange 
both measures and measurement information related to any structured information model. 

3.5.8 Link of Assurance and System Models 

Regarding the possibility to link assurance and system models, the SafeCer generic approach presented in 
section 3.5.4 addresses the problem by identifying possible relationships between the two models. This 
section reviews other approaches that have addressed the problem of how to link system models and 
assurance information. More specifically, the approaches have aimed to show how a system model 
matches the requirements or terminology of a given assurance standard. To this end, the approaches have 
proposed either refinement mechanisms to specify system models from assurance ones, or extended 
modelling languages with concepts from assurance standards. 

In this category of approaches: 

• Biggs et al. [128] describe a SysML profile designed for modelling the safety-related concerns of a 
system. The profile models common safety concepts from IEC 61508, ISO 12100, and ISOS 26262 
and integrates them with system design information. The authors claim that, through increased 
traceability and integration, the profile allows for greater consistency between safety information 
and system design information and can aid in communicating that information to stakeholders. 

• Gribov and Voos [129] address the problem of modelling software applications for robotics 
according to ISO 13482. 

• Kuschnerus et al. [130] propose a UML profile that extends to support the development of safety-
critical embedded software in accordance to IEC 61508. The authors aim to help software 
developers precisely express certification-related information using UML. 

• Panesar-Walawege et al. [131] use Model-Driven Engineering to systematically guide system 
designers in establishing a sound relationship between a domain model of a safety–critical 
application and the evidence model for a certification standard. The authors use UML class 
diagrams to create domain models of the application and conceptual models of the safety standard 
(IEC 61508). They then use the extension mechanisms of UML and create a UML profile of the 
safety standard based on its conceptual model. The profile is then augmented with verifiable 
constraints, written in the Object Constraint Language, to help system suppliers in relating the 
concepts in the standard to the concepts in the application domain. 
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• Rupanov et al. [132] provide a framework for architecture model analysis and selection of safety 
mechanisms according to ISO 26262. 

• Stallbaum and Rzepka [133] deal with DO-178-compliant model-based testing. They propose a UML 
profile that can be used to extend standard UML test models with information that is relevant for 
DO-178 certification. 

• Wu et al. [134] present a modelling methodology including a UML profile to specify safety 
requirements for a component-based architecture model in compliance with DO-178.  The 
methodology enforces safety requirements automatically. 

• Zoughbi et al. [135] propose an approach to improve communication and collaboration among 
safety engineers, software engineers, and certification authorities in the context of DO-178. This is 
achieved by utilizing a UML profile that allows software engineers to model safety-related concepts 
and properties in UML. A conceptual meta-model is defined based on DO-178, and then a 
corresponding UML profile is designed to enable its precise modelling. 

3.6 The MILS Architectural approach 

In this section we review the MILS architecture approach and its extension, which is related to subsection 
2.1 “System Architecture Modelling for Assurance” and 2.4 “Contract-Based Assurance”. 

3.6.1 A brief overview of MILS architectural approach 

The MILS4 architectural approach [82] to the design and implementation of critical systems involves two 
principal phases: the development of an abstract architecture intended to achieve the stated purpose, and 
the implementation of that architecture on a robust technology platform. During the first phase, essential 
properties are identified that the system is expected to exhibit, and the contributions to the achievement of 
those properties by the architectural structure and by the behavioural attributes of key components are 
analysed and justified.  

The MILS approach leverages system architecture to support vital system-level properties. The architecture 
reflects an intended pattern of information flow and causality referred to as the policy architecture, while 
key components of the architecture enforce local policies through specific behavioural properties. By 
reasoning compositionally over the components about the policy architecture and the local policies, many 
useful system-level properties may be established. 

The MILS platform provides the technology for the concrete realisation of an abstract system architecture. 
A separation kernel [83][84], the underlying foundational component of the MILS platform, is used to 
establish and enforce the system architecture according to its configuration data.  

The assurance of a system’s properties depends not only on the analysis of its design but on the correct 
implementation and deployment of that design. The configuration of the separation kernel must faithfully 
implement the specified architecture. This is guaranteed by the MILS platform configuration compiler that 
is driven by a model of the architecture and the constraints of the target platform to synthesize viable and 
semantically correct configuration data corresponding to the specified architecture.  

                                                             
4 MILS was originally an acronym for “Multiple Independent Levels of Security”. Today, “MILS” is used as a proper 
name for an architectural approach and an implementation framework, promulgated by a community of interested 
parties, and elaborated by ongoing MILS research and development efforts.  
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3.6.2 DMILS 

The distributed MILS (D-MILS) approach to high-assurance systems is based on an architecture-driven end-
to-end methodology that encompasses techniques and tools for modelling the system architecture, 
contract-based analysis of the architecture, automatic configuration of the platform, and assurance case 
generation from patterns. The D-MILS concept extends the capacity of MILS to implement a single unified 
policy architecture to a network of separation kernels. To accomplish this, each separation kernel is 
combined with a new MILS foundational component, the MILS networking system (MNS), producing the 
effect of a distributed separation kernel. Time-Triggered Ethernet (TTE) [77] is employed in the D-MILS 
Project [74] as the MILS “backplane”, which allows to extend the robustness and determinism benefits of a 
single MILS node to the network of D-MILS nodes, referred to as the distributed MILS platform4 [75][76]. 
 
Since D-MILS systems are intended for critical applications, assurance of the system’s critical properties is a 
necessary byproduct of its development. In such applications, evidence supporting the claimed properties 
must often be presented for consideration by objective third-party system certifiers. To achieve assurance 
requires diligence at all phases of design, development, and deployment; and, at all levels of abstraction: 
from the abstract architecture to the details of configuration and scheduling of physical resources within 
each separation kernel and within the TTE interfaces and switches. Correct operation of the deployed sys- 
tem depends upon the correctness of the configuration details, of the component composition, of key 
system components, and of the D-MILS platform itself. Configuration is particularly challenging, because 
the scalability that D-MILS is intended to provide causes the magnitude of the configuration problem to 
scale as well. The concrete configuration data and scheduling details of the numerous separation kernels 
and of the TTE are at a very fine level of granularity, and must be complete, correct, and coherent.  

 
The only reasonable prospect of achieving these various aspects of correctness, separately and jointly, is 
through pervasive and coordinated automation as embodied in the D-MILS tool chain. Inputs to the tool 
chain include, a declarative model of the system expressed in the MILS dialect of the Architecture Analysis 
and Design Language (AADL) [78], facts about the target hard-ware platform, properties of separately 
developed system components, designer-imposed constraints and system property specifications, and 
human guidance to the construction of the assurance case. Components of the tool chain perform parsing 
of the languages, transformations among the various internal forms, analysis and verification, configuration 
data synthesis and rendering, and pattern-based assurance case construction [80][81]. Outputs of the tool 
chain include, proofs of specified system properties, configuration data for the D-MILS platform, and an 
assurance case expressed in Goal Structuring Notation (GSN) [79].  
 
The integration of the MILS architectural approach with contract-based design and analysis is described in 
[65]. Both MILS and contract-based approaches focus on architecture, and do so in a complementary way. 
MILS [66] regards information flow policy as an abstraction of architecture, and seeks to maximize the 
correspondence between architectural structure and the desired information flow policy of a system, which 
may rely on the behaviour of key components to enforce local policies that further restrict the maximal 
information flow permitted by the architecture. In more details, the approach relies on the OCRA tool [20] 
to formally prove that the global system requirements are met, provided local policies are guaranteed by 
application components. Safety-related and security-related requirements are both considered and 
analysed the decomposition also taking into account the possibility of component failures. 
 
An architecture is only as valuable as the integrity of its components and connections. Recognizing the 
importance of integrity, MILS provides an implementation platform that can be configured to the ``shape'' 
of the architecture by initializing it with specific configuration data compiled to embody the global 
information flow policy. 
 
The two methods are complementary and their combination yields a strong result. The contract-based 
method proves that the composition of components that satisfy their contracts will meet the system 
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requirements, provided that their integrity is protected. The MILS platform guarantees the integrity of 
components and their configured connections, preventing interference that could cause a verified 
component to fail to satisfy its contract.  

 

Figure 31: The architecture is used for 1) formal reasoning to prove that the system requirements are assured by 
the local policies, 2) configuration of the platform to ensure the global information flow policy and the integrity 

of the architecture. 

 
In Figure 31, it is shown the approach applied to an abstract example taken from [65]. The system A is 
decomposed into subsystems B and C, and B in turn is decomposed into D and E. Each component is 
enriched with a contract (represented here by green scrolls). If the contract refinement is correct, we have 
associated with the architecture a formal proof that the system is correct provided that the leaf 

components (D, E, and C) satisfy their contracts. Namely, if D and E satisfy their contracts (D  PD, E  PE) 

and the contract refinement of B is correct (B (PD, PE)  PB), then the composition of D and E satisfies the 

contract of B (B (D, E)   PB). Moreover, if C satisfies its contract (C  PC) and the contract refinement of A is 

correct (A (PB, PC)  PA), then the composition of B and C satisfies the contract of A (A (B, C)  PA). 
 
In MILS terms, the architecture defines three subjects (D, E and C) and prescribes that the only allowed 
communications must be the ones between D and E and between E and C. This is translated into a 
configuration for the D-MILS platform (taking into account other deployment constraints in terms of 
available resources), which in this example encompasses two MILS nodes. 
 
In D-MILS, the architecture is specified in a variant of AADL, called MILS-AADL [78], similar to the SLIM 
language developed in the COMPASS project [68]. The COMPASS tool set has been extended in order to 
support the new language and to enrich the components with annotations that specify different verification 
properties such as contracts. The language used to specify the component contracts is the one provided by 
the OCRA tool [20]. It consists of a textual human-readable version of a First-Order Linear-time Temporal 
Logic. The logic has been extended in D-MILS to support uninterpreted functions, i.e. functional symbols 
that do not have a specific interpretation but are used to abstract procedures and the related results (such 
as CRC checksum or encryption), or to label data with user-defined tags (such as ``is_high'' or ``low-level'', 
etc.). 
 
Regarding tool support, the refinement is first translated by OCRA into a set of entailment problems in 
temporal logic. nuXmv [67] translates this into a liveness model-checking problem with a classic automata-
theoretic approach [69]. The resulting problem requires proving that a certain liveness condition can be 
visited only finitely many times along an (infinite) execution. This problem is in turn reduced to proving an 
invariant on the reachable states with the K-liveness techniques described in [70]. This has been extended 
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to infinite-state systems and to take into account real-time aspects in [71]. Finally, the invariant is proved 
with an efficient combination of induction-based reasoning, explicit-state search, and predicate abstraction, 
extending the IC3 algorithm [73] to the infinite-state case, as described in [72]. 
 
Finally, apart of this architecture approach, we would like to remark that in the CATSY (Catalogue of System 
and Software Properties) project [184], an extension of the SLIM was defined to specify properties and 
contracts in an AADL-compliant way, using an AADL property set. The CSSP (Catalogue of System and 
Software Properties) property set was defined, which is a catalogue of AADL properties with associated a 
predefined formalisation in temporal logic, to ease the formalisation of design properties that are typically 
found during the development lifecycle. Finally, a COMPASS extension was designed to support the 
compilation of these property sets and to interact with the OCRA tool to perform their validation and 
contract-based refinement. 

3.7 Formal techniques for V&V-based Assurance  

In this subsection, we describe different formal techniques to validate that a requirements specification is 
complete, correct, and unambiguous and that the deployed system satisfies those requirements. These 
techniques will enrich the OPENCOSS and SafeCer assurance approaches, making sure that evidence for 
arguing that the requirements specification is valid are provided as part of the assurance case. The analysis 
presented in this section is related to subsection 2.5 “V&V-based Assurance”. 

3.7.1 Semantic Requirement Analysis  

There are certain properties of software requirements that greatly decrease the overall cost of the 
development. To list a few the requirements should be accurate, atomic, attainable, cohesive, complete, 
consistent, current, independent, modifiable, non-redundant, traceable, unambiguous, and verifiable. The 
more of the above properties the requirements have the more easily the requirements are used later in the 
development. Spending more time on requirements engineering and analysis proves greatly efficient in 
terms of the effort needed for validation and verification. Many of these properties are a matter of 
conscientious and rigorous engineering but some properties are difficult to maintain and to demonstrate. 
Formalization of requirements automatically provides accurate, modifiable, traceable, unambiguous, and 
verifiable requirements from its definition. For other properties, such as consistency and non-redundancy, 
formal requirements provide a direct route to test automatically these properties. ForReq allows the 
engineers to test sanity of requirements (see Section 3.7.2), by facilitating the functionality of the DiVinE 
sanity checker [49] and the nuXmv tools [67].  
 
Another tool that support the formal analysis of requirements is RAT [87], developed in the Prosyd Project 
[88], where a designer can explore the requirements’ semantics and automatically performs different 
checks to assess whether she/he has written the right set of properties, where the authors call this set of 
checks as Property Assurance. First, it is possible to check that the requirements are consistent and do not 

contain a contradiction. Second, the designer can provide two inputs: a set of properties A that must be 

guaranteed, and P a set of possibilities that describes corner cases that must be allowed by the 
requirements. On the one hand, using assertions, a designer can check whether the set of formal properties 

A entails another formal property P representing the negation of the undesired behaviour. On the other 

hand, with possibilities, the designer can check that either the set of formal properties A is consistent with 

an additional formal property P representing the desired behaviour.  
 
An interesting formal approach is presented in [16] for the validation of functional requirements of hybrid 
systems, where discrete components and continuous components are tightly intertwined. The validation 
problem in this approach is similar to the previous one, which is associated with different set of checks 
(performed automatically by the verification engine), each consisting of the satisfiability problem for a 
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conjunction of formulas. The approach was the basis of an industrial project aiming at the validation of the 
European Train Control System (ETCS) requirements specification.  
 
Finally, the OCRA tool also supports the validation of requirement specification, which was inspired from 
RAT. In more details, three kinds of validation problem can be specified. Consistency problem: either the set 
of formal properties is consistent and a trace is shown as witness or it is inconsistent and an unsat core 
(subset still inconsistent) is given to the user. Possibility problem: either the set of formal properties is 
consistent with an additional formal property and a trace is shown as witness or it is inconsistent and an 
unsat core is presented to the user.  Assertion problem: either the set of formal properties entails another 
formal property representing the negation of the undesired behaviour and an unsat core is presented to the 
user or it violates the additional formal property and a trace is shown as counterexample. 

3.7.2 Requirements Sanity Checking  

Recently, there have been tendencies to use the mathematical language of temporal logics, e.g. the Linear 
Temporal Logic (LTL) [11], to specify functional system requirements. Restating requirements in a rigorous, 
formal way enables the requirement engineers to scrutinise their insight into the problem and allows for a 
considerably more thorough analysis of the final requirement documents [43]. When the requirements are 
given and a model is designed, the formal verification tools can provide a proof of correctness of the system 
being developed with respect to formally written requirements. The model of the system or even the 
system itself can be checked using model checking [44][45] or theorem proving [46] tools. If there are some 
requirements the system does not meet, the cause has to be found and the development reverted. The 
longer it takes to discover an error in the development, the more expensive the error is to mend. 
Consequently, errors made during requirements specification are among the most expensive ones in the 
whole development. 

Model checking is particularly efficient in finding bugs in the design, however, it exhibits some 
shortcomings when it is applied to requirement analysis. In particular, if the system satisfies the formula 
then the model checking procedure only provides an affirmative answer and does not elaborate for the 
reason of the satisfaction. It could be the case that, e.g., the specified formula is a tautology, hence, it is 
satisfied for any system. To mitigate the situation a subsidiary approach, the sanity checking, was proposed 
to check vacuity and coverage of requirements [47]. Yet the existence of a model is still a prerequisite, 
which postpones the verification until later phases in the development cycle. 

In CRYSTAL, the idea of liberating sanity checking from the necessity of having a model of the system under 
development has been studied [48][49][50]. The notion of model-free sanity checking of requirements 
written as LTL formulae has been defined, implemented and evaluated. Sanity checking commonly consists 
of three parts: consistency checking, redundancy checking, and checking completeness of requirements. A 
consistent set of requirements is one that can be implemented in a single system. A vacuous requirement is 
satisfied trivially by a given system and redundancy is the equivalent of vacuity for the model-free case. 
Finally, a complete set of requirements extends to all sensible behaviours of a system. 

The presented approach to consistency and vacuity checking is novel in identifying all inconsistent (or 
vacuous) subsets of the input set of requirements. This considerably simplifies the work of requirements 
engineers because it pinpoints all sources of inconsistencies. For completeness checking, a new behaviour-
based coverage metric has been proposed. Assuming that the user specifies what behaviour of the system 
is sensible, the proposed coverage metric calculates what portion of this behaviour is described by the 
requirements specifying the system itself. The method further suggests new requirements to the user that 
would improve the coverage and thus ensure more accurate description of users’ expectations. The 
efficiency and usability of this approach to sanity checking has been verified in an experimental evaluation 
and a case study. 

Since checking sanity is computationally demanding, and the demands grow with the number of related 
requirements, ForReq further optimizes the verification method beyond the capacity offered by either of 
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the tools. Within ForReq, the requirements are first analysed to be divided into categories where each 
category refers only to a subset of input/output variables. Since no two requirements from distinct 
categories refer to the same variable, these categories can be processed independently, which provides the 
sanity checking with considerably better scalability. 

3.7.3 Automated Formal Verification  

Once the requirements are formalized and their sanity is checked they can be automatically verified against 
corresponding system design. Such chain of activities leading to automated verification is described in 
Section 3.7.4, where explicit model checking is used as the verification method. Honeywell ForReq tool 
serves as a broker of this toolchain and allows for each task in the chain to be executed using multiple tools 
in parallel. Similarly, as for sanity checking, where ForReq employs DiVinE sanity checker and nuXmv, for 
model checking it also provides alternatives. DIVINE model checker [85] facilitates the explicit model 
checking and either NuSMV or nuXmv facilitate the symbolic model checking. Hence the verification expert 
can choose which tool is better applicable for the verification task at hand without repeating any of the task 
within the chain that were already performed. As a final alternative, there is also a test case generation 
tool. 

If any of the model checkers succeed in their verification task the assurance tool chain returns a proof that 
given requirements are satisfied by the system design. The supported design languages are Simulink, C, and 
C++; and the proof has the form of the enumeration of all possible behaviours of the system, each satisfying 
the requirements. When all the model checkers fail, the toolchain returns at least the requirement-based 
test with coverage according to the aerospace RTCA DO-178B/C standard. A similar system that uses 
evidence integration and design assurance frameworks is an Evidential Tooling Bus from SRI [166]. 

3.7.4 Toolchain for Automated Formal Verification 

Verification of developed embedded systems is one of the major consumers in the overall development 
process in terms of time and cost. The safety-critical nature of embedded systems, e.g., in avionics industry 
makes the situation even worse, as it calls for thorough process of validation, verification, and certification. 
Automated formal verification methods, such as model checking [51], are used to significantly alleviate the 
burden of the cost of verification and validation process in this case. An important lesson learned from the 
effort spent on verification of avionics systems [52] shows that the major bottleneck preventing successful 
application of model checking to verification of avionics systems is the scalability of verification tools. While 
symbolic model checking tools have been successfully applied in model-based development based on 
Mathworks Simulink [53], their scalability is unfortunately quite limited. One of the factors limiting 
scalability is the absence of distributed tools: none of the symbolic model checkers can distribute the work 
among multiple computation nodes [54]. On the other hand, explicit-state model checking has been 
repeatedly reported to scale well in a distributed-memory environment [55][56]. 
 
In Crystal, an integrated toolchain [57] composing tools used for the development of embedded systems in 
avionics has been created. In particular, Simulink and the explicit-state model checker DIVINE [58] have 
been interconnected. This connection allows a design engineer to verify systems under development 
against properties specified in Linear Temporal Logic (LTL). LTL is the standard formalism for expressing 
important behavioural properties; see e.g. Process Specification Language [59]. The choice of DIVINE model 
checker stemmed from the simple fact that to our best knowledge, DIVINE has been the only LTL model 
checker that could fight the scalability limits by means of parallel and distributed-memory processing. 
 
The primary goal of the toolchain as described in [57] was to enable the verification of Simulink designs 
with an explicit-state model checker. While this was achieved in principle, minor attention was paid to help 
the design engineer to understand outputs of the verification process. The model checking verification 
consumes a model of the system under verification and a specification the model should meet. For those 
two inputs it performs an algorithmic decision about the validity of the system with respect to the 
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specification. If the system meets the specification, the model checking procedure simply returns a message 
informing the user about the fact. However, should any behaviour of the system under verification violate 
the specification, the negative answer to the verification is supported with the so called counterexample, 
i.e. behaviour of the system witnessing the invalidity of the specification. 
 
The process of interpretation of the counterexample as returned by the model checker back to the Simulink 
environment has been focused on in [60]. For the purpose of counterexample interpretation, a Simulink 
template model has been introduced, which can be used to simulate any Simulink system according to a 
counterexample. 
 
Further research in the area of checking Simulink diagrams has been made in [61][62][63]. The process of 
model checking of Simulink diagrams has been formalized, building on the concept of set-based reduction 
of the underlying state space as proposed in [64]. This reduction can significantly decrease the number of 
states, but does not lead to any reduction in the worst case. In addition, the representation used for the 
sets of variable evaluations determines the resulting complexity, which can differ exponentially for 
particular representations. The set-based reduction using explicit sets as one representation and using bit-
vector formulas as another representation has been implemented and both variants have been 
experimentally evaluated in [63]. 

3.8  Model-Based Safety Analysis 

Safety-critical systems are traditionally subject to safety assessment techniques (e.g., Fault Tree Analysis 
(FTA) [186][187] or Failure Modes and Effects Analysis (FMEA)), to analyze the behavior of the system in 
presence of faults. The dramatic increase in complexity of computer-based systems has motivated, in 
recent years, a growing industrial interest in model-based safety analysis (MBSA) methods. In contrast to 
traditional safety assessment, MBSA methods are based on a single “safety model” of a system, typically 
written in a suitable modelling language. Analyses with respect to particular safety-significant events are 
conducted on the basis of such “safety models” with a high degree of automation [188]. Many of the MBSA 
techniques allow the verification of the functional correctness of the system (e.g., with respect to functional 
safety requirements) as well as to assess system behavior in the presence of faults [189][190][191]. In 
particular, formal verification tools based on model checking have been extended to automate the 
generation of artifacts such as Fault Trees (FTs) and FMEA tables (e.g., in FSAP [192][193], COMPASS [68], 
and xSAP [196]). 

Since early 1990s a large number of MBSA languages and notations have become available. The most 
prominent languages include Failure Propagation and Transformation Notation and Calculus (FPTN and 
FPTC) [197][198], Hierarchically Performed Hazard Origin and Propagation Studies (HiP-HOPS) [199], Error 
Model Annex of Architecture Analysis and Design Language (AADL), and AltaRica [194][195]. In particular, 
AltaRica is at the core of several industrial Integrated Modelling and Simulation Environments: Cecilia OCAS 
(Dassault Aviation), Simfia (EADS Apsys) and Safety Designer (Dassault Systemes). AltaRica can be also 
translated into SMV models, the input language of NuSMV and nuXmv, and analyzed symbolic model 
checking techniques [201].  

xSAP [196] is an extension of FSAP [193] that integrates nuXmv and allows the safety analysis directly of 
SMV models, including different features such as a library-based specification of faults, fault effects, and 
fault dynamics, an automatic model-extension with fault specifications, FTA based on the generation of 
Minimal Cut Sets (MCS) for dynamic systems, for both the monotonic and non-monotonic case, FMEA, Fault 
propagation analysis based on Timed Failure Propagation Graphs (TFPG) and Common Cause Analysis 
(CCA). 
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4. State of the Practice on Architecture-Driven Assurance 

In this chapter, an overview of the state of practice on Architecture-Driven Assurance is given. The 
overview is given per domain (Automotive, Railway, Avionics, Space, and Automation). For sake of clarity it 
should be noted that architecture-driven assurance is not yet spread in industry.   

4.1 Automotive domain  

With the trend of increasing technological complexity, software content and mechatronic implementation, 
there are increasing risks from systematic failures and random hardware failures. ISO 26262 (“Road 
vehicles – Functional safety”) is the most important standard concerning functional safety in the 
automotive industry. The standard was published at the end of 2011. This means, that it is applied to new 
projects since 2011. ISO 26262 includes guidance to avoid these risks by providing appropriate 
requirements and processes. System safety is achieved through a number of safety measures, which are 
implemented in a variety of technologies (e.g. mechanical, hydraulic, pneumatic, electrical, electronic, 
programmable electronic) and applied at the various levels of the development process. ISO 26262 is 
intended to be applied to safety-related systems that include one or more electrical and/or electronic (E/E) 
systems and that are installed in series production passenger cars with a maximum gross vehicle mass up to 
3500 kg. 
 
Safety concepts are a required work product in an ISO 26262 safety case. Safety concepts define all 
measures against safety-critical failures and the allocation of safety requirements to the architecture 
elements. Main aspects of safety concepts (Acc. to Berner&Mattner [180]):  

•  Integration Systems Engineering / Functional Safety 

• Clear Separation Functional / Technical Safety Concept 

• Safety Functions as Entry Points for Technical Safety Concept 

• Stepwise Refinement with Traceability 

• Structuring the TSC according Technical Architecture 

• Relation Matrix Failure Modes vs. Safety Mechanisms 

• Establishing Safety Patterns 

• Separation between different functions on same ECU 
 

The Functional Safety Concept (FSC) is realized by allocating functional safety requirements to the system 
architecture. The Technical Safety Concept (TSC) is realized by deriving technical safety requirements from 
the functional safety requirements and by allocating them on the technical architecture (ECU/HW/SW). 
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Figure 32: Approaches Towards Reusable Safety Concepts, 2012 Berner&Mattner, © Bernhard Kaiser 

4.2 Railway domain  

The main reference standard framework in the railway domain concerning an ERTMS/ETCS subsystem is 
defined by the European Directive 2008/57/EC on the interoperability of the rail system within the 
Community and the related Technical Specification for Interoperability (TSI) for Control-Command and 
Signalling sector (European commission decision 2012/88/EU of 25 January 2012 amended by the Decision 
2015/14/EU of 05 January 2015). The TSI defines the requirements for interoperability and imposes among 
the others the safety assessment of the developed ERTMS systems with regards to the mandatory safety 
standards CENELEC EN 50126, EN 50128, EN 50129 and EN 50159-1 and EN 50159-2. These standards 
constitute the reference for all the stakeholders which act in the railway domain, like manufacturers, 
assessors, National Safety Authorities (NSAs), railway infrastructure managers, railway undertakings and so 
on. 
 
Each of these standards presents in many parts a structure which, at least in some cases, allows the 
development of an architecture driven approach by the various stakeholders during the designing, 
manufacturing and assessment processes. With the scope to underline the state of practice on architecture 
driven assurance in the Railway domain, in the following paragraph some of these structures are 
highlighted in the following paragraphs. 
 
The EN 50126 standard covers the specification and demonstration of safety for all railway applications and 
at all levels of such an application, as appropriate, from complete railway routes to major systems within a 
railway route, and to individual and combined sub-systems and components within these major systems, 
including those containing software and hardware. The standard also addresses Reliability, Availability, and 
Maintainability (RAM) as essential aspects of a railway system that contribute to safety. 
 
In order to define a management process which will enable the control of RAMS factors specific to railway 
application, a system lifecycle is defined in this standard. The system lifecycle, shown in Figure 33, is a 
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sequence of phases, each containing tasks, covering the total life of a system from initial concept through 
to decommissioning and disposal.  
 
This lifecycle concept, which is fundamental to the successful implementation of this standard, can be 
identified as an example of system architecture approach. The lifecycle provides a structure for planning, 
managing, controlling and monitoring all aspects of a system, including RAMS, as the system progresses 
through the phases, in order to deliver the right product within the agreed time scales. The processes can 
be also tailored, provided that the modifications do not have any consequence on standard safety lifecycle 
and are well motivated. The lifecycle defined in EN50126 starting from the requirements, passing through 
the definition of the functions covering the requirements and the apportionment of them to the sub-
functions and to the specific equipment is a typical example of a structured architecture driven approach. 
Following the lifecycle, the design of a system/sub-system/generic product starts from the highest level 
and it is then developed until the lowest level by respecting the architecture flow in a typical top-down 
approach.  
 

 

Figure 33: Lifecycle defined in EN 50126 standard 

 
The EN 50128 standard defines the requirements for software design and creation intended to be used in 
safety critical application belonging to railway domain. Among the requirements defined in the standard an 
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architectural approach can be identified in the definition of the reference software architecture: for 
example, the standard prescribes a creation of modular software where all the functional blocks shall be 
created, verified and validated.  
This model defines the approach for the manufacturer for the creation of the software and provides a valid 
method of evaluation that is able to guide the assessor in the assessment of the product both at general 
and specific application level. 
 
The EN 50129 is the first European Standard defining requirements for the acceptance and approval of 
safety-related electronic systems in the railway signalling field. It defines how the conditions for safety 
acceptance and approval shall be presented. The conditions shall cover three major themes: 

• Quality Management; 

• Safety Management; 

• Functional and Technical Safety. 

The documentary evidence that these conditions have been satisfied shall be included in a structured safety 
justification document defined as the Safety Case. 
 
Acceptance by qualified organisations and national regulatory bodies of the Safety Case, through the 
activities of approval, assessment, and cross acceptance, is the ultimate step allowing the railway system to 
enter passenger service. 
 
Also in this case the approach required by the standard is modular: there is an emphasis on the model of 
the system as broken down into sub-systems and constituent components (generic products), associated 
for the purpose of safety assurance to a tree-like structure of safety cases embedded within each other. In 
the Figure 34, an example of a possible hierarchy of Safety Cases is represented. Each Safety Case is 
associated to one of the following categories: 

• Generic Product Safety Case: addresses a core product used in Generic applications;  

• Generic Application Safety Case: addresses standard developments common to several projects;  

• Specific Application Safety Case: addresses specific data configuration and specific installation for a 
dedicated project 

 

 

Figure 34: Example of a possible hierarchy of Safety Case 
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Another example of system architecture approach can be found in the technique of Fault Tree Analysis 
(FTA) prescribed by the EN50129 standard.  
 
A safety-related system/sub-system/equipment requires an independent assessment by an approved 
Independent Safety Assessor (ISA). The objective of assessment is to arrive at a judgement that the product 
or the system (subsystem, equipment) is of the defined safety integrity level (SIL) based on credible 
evidence and is fit for its intended purpose. 
 
A basic parameter to evaluate the SIL is the Tolerable Hazard Rate (THR). The standard indicates as possible 
technique to determine the THR value the Fault Tree Analysis (FTA) which is based on a typical top-down 
architecture starting from the Top Hazard descending down to the component level. The Figure 35 
represents an example of FTA scheme with the Top Hazard identified by an undue door opening. 
 

 

Figure 35: Example of Fault Tree Analysis (FTA) 

At the time being, the modelling efforts concerning the railway domain reference framework are oriented 
in two directions: 

• Modelling of the high level reference standards constituted by the CENELEC norms EN50126, 
EN50128 and EN50129; 

• Modelling of specific standards for railway subsystems or applications, in which, due to their 
relevance and complexity, the need of modelisation is present. 

Concerning the first point, a unique and common model of the CENELEC standards is not well diffused 
among the railway domain stakeholders. In this direction the European project OPENCOSS project studied a 
modelling of the EN 50129 standard with the scope to define a model of the safety case based on CCL 
(Common Certification Language). This would help manufacturers and assessors in their activities with a 
final reduction of time and costs. Concerning the second point, an example could be found in the UNISIG 
SUBSET 026 “ERTMS/ETCS System Requirements Specification”. The present modelling activity is based on 
formal methods and UML languages: in particular, it could be of interest the development of a language 
able to model specific on-board functions as defined in the subset. The final purpose would consist in 
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making testing and certification process easier and faster, reducing the possible different interpretations of 
the standards. 

4.3 Avionics domain  

ARP4761 (Guidelines and Methods for Conducting the Safety Assessment Process on Civil Airborne Systems 
and Equipment) is and Aerospace Recommended Practice. Jointly with ARP4754A (Guidelines for 
Development of Civil Aircraft and Systems), it constitutes recommended practices for development and 
safety assessment processes for the avionics domain. 
Relation of these ARPs to software and hardware development guidelines are depicted in the following 
Figure 36: 
 

 

Figure 36: Relation of ARP4761 and ARP4754A software and hardware development guidelines 

 
The main methods covered by the aerospace recommended practices: 

• Functional Hazard Assessment (FHA) 

• Preliminary System Safety Assessment (PSSA) 

• System Safety Assessment (SSA) 

• Fault Tree Analysis (FTA) 

• Failure Mode and Effects Analysis (FMEA) 

• Failure Modes and Effects Summary (FMES) 

• Common Cause Analysis (CCA) 
o Zonal Safety Analysis (ZSA) 
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o Particular Risks Analysis (PRA) 
o Common Mode Analysis (CMA) 

 
The standard flow of the safety process based on the ARP4761 is as follows: 

1. Perform the aircraft level FHA in parallel with development of aircraft level requirements. 

2. Perform the system level FHA in parallel with allocation of aircraft functions to system functions, 
and initiate the CCA. 

3. Perform the PSSA in parallel with system architecture development, and update the CCA. 

4. Iterate the CCA and PSSA as the system is allocated into hardware and software components. 

5. Perform the SSA in parallel with system implementation, and complete the CCA. 

6. Feed the results into the certification process. 
 
System development and safety assessment and analysis in practice are performed mostly manually. When 
Model-Based System Engineering is performed usually, some of the following modelling environments are 
used: 

1. Mathworks Simulink or SCADE – for behavioral system design 

2. Enterprise Architect or IBM Ratinonal (SysML/UML) – for system, requirements and architecture 

3. AADL/SysML – for platform configuration/analysis 

4.4 Space domain  

4.4.1 Avionics Architecture Modelling Language (AAML) 

The ESA AAML (Avionics Architecture Modelling Language) study aims at advancing the avionics 
engineering practices towards a model based approach. The AAML consortium is led by GMV in 
collaboration with ESA and Thales Alenia Space. 
 
In the space domain, the definition of the system architecture is usually based on: 

• The architect’s expertise and background 

• The avionics specific analyses 
 
Traditionally, each type of analysis is based on a dedicated model (sometimes ad-hoc to solve a particular 
problem). The AAML study [164] proposes the usage of a single architecture that can be used to perform 
different analysis in avionics, covering most of the phases of the development life-cycle. 
 
Examples of analyses of interest for the avionics design in the different phases of development are: 

• Satellite mode definition, RAMS, FDIR and autonomy concept 

• Design consistency and correctness checks 

• Commandability and observability 

• Bus load and data latency 

• Space/ground communication 

• Avionics resources 

• On-board functions and performance 

• Power and mass 
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Figure 37: AAML Modelling Process 

 
To model the avionics system, the AAML language defines: 

• Entities (general entities, data model, avionic entities (e.g., avionic function, logical component, 
physical components), communication entities (e.g., operation), interaction entities (e.g., interface 
port), state modelling. 

• Non-functional properties to describe the entities in the various non-functional dimensions of 
interest. 

4.4.2 System architecture in the development process 

The system architecture is discussed during the System Architecture Review. The main objectives of the 
SAR are the followings:  

• Confirm the proper translation and allocation of the subsystem requirements and all lower level 
component to a consistent architecture. 

• Verify the completeness, adequacy, and consistency of the design and development plan and 
associated Assembly, Integration and Verification (AIV) plan with the development schedule, 
considering the long lead item procurement. 

• Verify the compliance of the design with the applicable requirements. 

• Verify the adequacy and completeness of the verification and testing (qualification and acceptance) 
approach, addressing verification method, verification level, sequencing (to ensure coverage at 
minimum effort and risk) and planning. 

• Verify that the proposed preliminary design is technically feasible and the predicted performances 
meet the requirements. Confirm the adequacy of the allocation of the performances, budgets and 
margins to the various components and its compliance with the requirements. 

• Review the adequacy of all Product Assurance (PA) programs including quality assurance, safety, 
reliability, EEE parts, materials and process and cleanliness contamination control. 

• Verify completeness, adequacy and consistency of the internal and external interfaces. Verify the 
validity of the operational concepts at a level of detail commensurate with the Preliminary Design 
Review (PDR). 

• Confirm the completeness, in terms of technical and programmatic aspects, of the risk assessment 
and confirm adequacy of proposed mitigation actions. 
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• Confirm the design will be producible and maintainable within achievable and committed cost and 
schedule objectives 

4.4.3 Applicable standards 

Applicable to software products, the European Space Agency (ESA) has developed standards (ECSS series) 
defining processes for software engineering (ECSS-E-ST-40C) and software quality assurance (ECSS-Q-ST-
80C). These processes are based on a series of customer-client meetings where the documentation related 
to design, analysis and test of the SW product is reviewed in-depth. The standard specifies the 
transformation of software requirements into a software architecture that: 

• describes its top–level structure 

• identifies the software components, ensuring that all the requirements for the software item are 
allocated to its software components and later refined to facilitate detailed design 

• covers as a minimum hierarchy, dependency, interfaces and operational usage for the software 
components 

• documents the process, data and control aspects of the product 

• describes the architecture static decomposition into software elements such as packages, classes or 
units 

• describes the dynamic architecture, which involves the identification of active objects such as 
threads, tasks and processes 

• describes the software behaviour 
 
As part of the software quality assurance, ECSS defines the requirements for the dependability (ECSS-Q-ST-
30C) and safety (ECSS-Q-ST-40C) assurance programmes in space projects. Dependability and safety 
analysis techniques are tailored according to the space mission characteristics. The traditional techniques 
used in the space domain are: 

• Functional Hazard Assessment (FHA) 

• Fault Tree Analysis (FTA) 

• Failure Mode and Effects Analysis (FMEA) 

4.5 Industrial automation domain  

Over the last years, there have been a number of initiatives worldwide to develop guidelines and standards 
to enable the safe exploitation of programmable electronic systems used for safety applications. In the 
context of industrial applications, a major initiative has been focused on IEC 61508 and this standard is 
emerging as a key international standard in the industrial automation domain.   
 
IEC 61508 is the standard governing the functional safety of programmable electronic systems. This 
standard is well established in the industrial process control and automation industry and it is finding a 
foothold in other fields where safety and reliability are important. IEC 61508 covers functional safety of 
safety-related systems that use electrical and/or electronic and/or programmable electronic (E/E/PE) 
technologies. The standard applies to these systems irrespective of their application. 
 
IEC 61508 specifies everything that should be analysed to become able to develop the Functional Safety 
Management system. It also provides the sequence in which these phases should be executed. Figure 38 
shows all parts in which IEC 61508 is laid out as well as the relationship among these parts. The technical 
requirements are clearly distinguished from the non-technical ones: 
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Figure 38: Overall framework of IEC 61508 

IEC 61508 schedule would be as follows: 

• IEC 61508-1: “General requirements” 

• IEC 61508-2: “Requirements for electrical/electronic/programmable electronic safety-related 
systems” 

• IEC 61508-3: “Software requirements” 

• IEC 61508-4: “Definitions and abbreviations” 

• IEC 61508-5: “Examples of methods for the determination of safety integrity levels” 

• IEC 61508-6: “Guidelines on the application of IEC 61508-2 and IEC 61508-3” 

• IEC 61508-7: “Overview of measures and techniques” 

 
The IEC 61508 standard specifies the risk assessment and the measures to be taken in the design of safety 
functions for the avoidance and control of faults. In fact, IEC 61508 provides a complete safety life cycle 
that accounts for possible risk of physical injury and damage to the environment. Acceptable levels of risk 
are determined and procedures for residual risk management over time are established. 
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Figure 39: Functional safety and risk reduction [185] 

 
The standard also requires that hardware be designed to tolerate a certain level of random hardware faults, 
and to demonstrate safe operation in harsh environments. It also calculates the probability of failure of 
each safety function.  
 
In order to achieve the necessary Safety Integrity Level (SIL), the standard requires a proof of residual risk, 
which is based on the probability of dangerous failure. The calculation is based on the equipment 
components that influence the entire safety loop. The failure probabilities of each component are 
considered together so that the safety level of the holistic architecture can be determined. 
 

 

Figure 40: Safety integrity level (SIL) estimates the probability of failure [185] 

The standard is quite comprehensive and addresses hardware failures, software failures, systematic 
failures, and environmental and operational failures. The standard recommends a set of techniques and 
measures for controlling these failures. The standard also provides requirements regarding development 
methods, competence of the project team, project management, change management, tracking of 
requirements, and documentation. 
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5. Consolidation and Way Forward 

This chapter is aimed at indicating a way forward that enables a co-evolution of the state of the art (SOTA) 
together with the state of practice (SOPT) on Architecture-Driven Assurance. We also look into the possible 
gaps between SOTA and SOTP. The way forward is based on the findings obtained via the investigation of 
the current status in academy and in industry. This chapter is structured according to the objectives defined 
in Section 2. 
 
System Architecture Modelling for Assurance  

Information related to system architecture modelling, and more generally system modelling, has been 
presented when reviewing the state of the art in Sections 3.2, 3.5, and 3.7. The languages analysed deal 
mainly with the specification of the requirements, architecture and its components, and design of a system. 
When having a look at the state of the practice in Section 4, it appears that further artefact types will need 
to be considered when dealing with system architecture modelling for assurance. First, other artefacts, e.g. 
safety analysis results, either constrain architecture specification or are influenced by it. Second, 
confirmation measures about system and architecture properties, e.g. in the form of verification results, 
must be provided for compliance with the applicable standards. Therefore, system architecture modelling 
for assurance will not only have to deal with architecture models, and the scope of the work might need to 
be extended, when compared to the scope initially envisioned. This aspect will have to be carefully 
analysed as part of the work on case study, requirements, and design specification in AMASS. A clear 
understanding of the needs from the case studies is necessary, as well as of their constraints. Requirements 
from standards on system modelling must also be thoroughly studied, focusing on only a given phase (e.g. 
architectural design) but taking into account several ones (e.g. also verification). 

It appears that there is currently a trend towards extending modelling languages (e.g. SysML) to better and 
explicitly support the concepts and needs from assurance standards. This is also in line with the stated need 
in OPENCOSS CCL for better relating it with component and system models for safety-critical systems, such 
as those from SafeCer and CHESS. How to link assurance models and system has received some attention in 
the literature, but not much in our opinion. The current solutions are also ad-hoc, tailored to specific 
standards. More general solutions seem necessary. Based on prior work, a generic UML profile-based 
approach could be suitable. It will also be necessary to select the system modelling languages to extend 
and link with assurance models. Standard languages, and especially languages used in the case studies, are 
the main candidates. 

Ontologies are already successfully applied in practice for requirements quality assurance, as a concrete 
example of V&V-based assurance in compliance with the applicable standards. We conjecture that a similar 
approach could be adopted in system architecture modelling for assurance. Ontologies could be used as 
basis and support for certain analysis, e.g. completeness, correctness, and consistency of system models. It 
also seems interesting to study how to combine ontologies and formal methods for system model analysis. 
The approaches have been shown to be powerful and address complementary assurance needs. 

Finally, the effective link between (1) system architecture models and other related artefacts, and (2) 
assurance (or safety) cases is another area to address in system architecture modelling for assurance. The 
provision of an assurance case is a requirement in many standards, and it must be ensured that the work on 
system architecture modelling allows a system supplier to assure system dependability (safety, security, 
etc.), comply with the applicable standards, and demonstrate both properties. 

Assurance Patterns Library Management  

In 3.3.1 we have highlighted the importance of pattern-based design and, specifically, the one related to 
fault tolerance. Most of the work done so far refers to the development of argumentation patterns for 
safety architectures. However, further investigation needs to be carried out to develop a more enhanced 
argumentation library which covers not only safety argumentation patterns but also some other aspects 
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such as security. An example might be an argumentation pattern regarding EVITA hardware security 
module for the automotive domain. As pointed out, AMASS will also investigate on argumentation patterns 
such as security controls or novel architectures, which take in account both, safety and security concepts.  

Assurance of Specific Technologies  

The need of revising assurance and certification activities concerning novel technologies has been reviewed 
in subsection 3.4. Several complex electronics devices such as MPSoC have been analysed and the main 
concerns w.r.t. multicore certification issues mentioned. As pointed out, MPSoCs have a tremendous 
potential in the domain of embedded systems due to its energy efficiency and computational capacity, 
however, their use in safety-critical applications still needs further research. The difficulties in the 
certification process due to the high complexity of these kinds of systems, the lack of temporal 
determinism, and problems related to error propagation between subsystems should be investigated. 

Besides, we have identified some of the main challenges concerning the assurance of adaptive systems. 
This poses a challenge regarding determinism and safety, as in principle it is not known what function will 
run and where. Although some ISO 26262 requirements that might need modifications have been 
presented, more work should be done in this area and in other safety-critical domains. 

To sum up, several standard requirements might need to be adapted or modified to include the special 
requirements that novel technologies demand. This includes not only new specific requirements but also 
novel V&V techniques. At the same time, argumentation patterns of several concerns will be further 
investigated and developed in AMASS to facilitate the reuse of specific technologies.  

Contract-Based Assurance Composition  

In subsection 3.1, we have presented different contract-based approaches based on temporal logics and 
agreement among components. We have also reviewed some formalism to specify and analyse contracts 
and the related tool supports implemented in different projects like SafeCer and OPENCOSS. We also 
studied the extension of some of the approaches to cover safety analysis (e.g., FTA).  

We have observed some connections regarding the needs summarized in section 4 and some of these 
techniques. For example, different standards like EN50129, ARP4761, and ARP4754A recommends practices 
for supporting Fault Tree Analysis (FTA). An interesting case study is reported in [19], which shows how 
formal methods can be applied to model and analyse the AIR6110 Wheel Brake System. The formal 
modelling and analysis are based on integration of different techniques like the contract-based approach 
supported by OCRA (which allows to reuse both models and contracts), architectural decomposition, 
model-based safety analysis (XSAP [89]), and contract-based safety analysis. We can observe that a link to 
the standard and the related documentation is missing. 

Similarly, standard architectures (such as AUTOSAR in the automotive industry, IMA in avionics, ETCS in 
railway) require some safety/security architectural patterns definition and application (3-level-monitoring, 
E2E protection, and partitioning, among others), and auto-generation of platform models and 
configurations based on these patterns (e.g. for AUTOSAR and IMA). The use of patterns speeds 
architecture specification and facilitates the (re)use of components targeted at being used in such patterns.  

The architecture can be enriched with contracts that formalize the functional requirements to ensure that 
the system responds correctly to some safety requirements. For instance, an AUTOSAR case study is 
presented in [90], where a contract-based approach has been used to formalize the safety requirements to 
detect communication failures. A way forward related to this is that we can build on this case study to 
create a pattern of this E2E protection with contracts, and then it can be used inside another system.  
 

V&V-based Assurance 

The state of the art on the development of embedded systems relies heavily on the use of requirements. As 
Section 3.2 describes, requirements can systematically built and authorized using ontologies, have to be 
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checked for sanity, can be used to generate contracts and automated test cases, and must be later verified 
against the system design or executable code. The requirements are tracked during the whole 
development lifecycle to increase the assurance that the needs of customers will be satisfied. Automating 
many of these tasks is the primary goal of V&V-based assurance, yet it needs that the requirements are 
formalized first. In addition, as Section 4.3 shows, current practices allow automatic formalization of a 
considerable portion of manually written requirements. 

Once the requirements are formalized, a number of verification methods are applicable to detect problems 
or demonstrate correctness, thus improving the assurance (see Section 3.7). Since the scale of the system 
under verification always limits formal verification (number of requirements checked for sanity, size of the 
design, lines of code, etc.), each improvement in requirements formalization will need adequate 
improvement in respective verification methods. 

On the other hand, even though high automation in V&V is currently available, many of the current V&V 
processes are performed manually in practice. This suggests that the imminent goal should be to automate 
as many of the V&V process as possible in order to reduce the development time and cost. The prerequisite 
to enable V&V automation are formalized specification, system architecture, and system design. Once 
formalized, these artefacts have clear, unambiguous semantics, and can thus be read and processed by a 
machine.  

In the area of requirements engineering, the formal requirements are not yet standardized and therefore 
most of the requirement authoring tools offer customization so that every company can use their own 
requirement standard. The automatic generation of certifiable requirement-based tests is being developed 
and formal methods increase the coverage of those tests. Formal techniques are especially useful in 
requirements engineering since many V&V objectives are impossible to be achieved by testing – for 
example: completeness, correctness, and unambiguity. Therefore, the AMASS assurance approach will 
make sure that evidence is provided to argue that a requirements specification is valid, as part of the 
assurance case. 

In the area of system architecture, contract-based assurance as described in the previous sections is one of 
the ways forward and formalized requirements will greatly simplify the production and tracking of those 
contracts. 

For system design, the formal methods are especially useful in at least three areas. First, the V&V of critical 
parts of the system – for example control subsystem or Stateflow charts – for which exhaustive verification 
in the form of model checking can be employed. Again, the scalability in the size of those systems is one of 
the goals for AMASS. Second, the verification of safety requirements, where the scalability issue is also the 
aspect to be improved. Third, the verification of untestable requirements, e.g. those that would require 
infinitely long tests, which are currently verified by manual analysis only. 
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Abbreviations and Definitions 

AADL Architecture Analysis and Design Language 
ADA Architecture-Driven Assurance 
ARTEMIS ARTEMIS Industry Association is the association for actors in Embedded Intelligent 

Systems within Europe 
AUTOSAR AUTomotive Open System Architecture 
CBD Contract-Based Design 
CCA Common Cause Analysis 
CCL Common Certification Language 
CHESSML CHESS Modelling Language 
CL Common Logic 
CPS Cyber-Physical Systems 
DAF Dependability Assurance Framework for Safety-Sensitive Consumer Devices 
EAB External Advisory Board 
ECSEL Electronic Components and Systems for European Leadership 
FMEA Failure Modes and Effects Analysis 
FMEDA Failure Modes, Effects and Diagnostic Analysis 
FPTC Failure Propagation and Transformation Calculus 
FPTN Failure Propagation and Transformation Notation 
FTA Fault Tree Analysis 
IMA Integrated Modular Avionics 
KDM Knowledge Discovery Metamodel 
KE Knowledge Element 
MARTE Modelling and Analysis of Real Time and Embedded systems 
MBSA Model-Based Safety Analysis 
MCS Minimal Cut Sets 
ODM Ontology Definition Metamodel 
OMG Object Management Group 
OWL Web Ontology Language 
RAS Reusable Asset Specification 
RDF Resource Description Framework 
SAE Society of Automotive Engineers 
SBVR Semantics of Business Vocabulary and Rules 
SMM Structured Metrics Metamodel 
SMV Symbolic Model Verifier 
SVP Subject + Verb + Predicate 
SysML System Modelling Language 
TFPG Timed Failure Propagation Graphs 
UML Unified Modelling Language 
V&V Verification and Validation 
WP Work Package 
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Appendix A. SafeCer generic component model 

In order to facilitate the specification of reusable information, one key feature of the SafeCer component 
meta-model is the separation of component types and component instances. The former represents those 
aspects that are common to all occurrences of the component in various systems, including the interface, 
defining the means by which the component interacts with its surroundings, but also component contracts 
and argument fragments (discussed in the following section).  
 
The component type comes with provided or required operation ports and input/output data and event 
ports. Component types can be decomposed in sub components, the latter representing instance of 
components in the context of the parent component type, so not in the context of a given system. 
 

 

Figure 41: Component type, ports and parameters 
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Figure 42: Primitive and composite component types 

 
Component instances represent instantiation of a given component type in a particular system to be 
develop or running; mapping (i.e. deployment) of component instances to specific hardware node available 
in the system can be represented. The component instance inherits the specification associated to the 
component type. The component type can be designed to offer some variability in the implementation, 
represented with configuration parameters in the component model, to be fixed when the component type 
is instantiated. If a decomposed component type is instantiated, then the instances of the internal parts are 
instantiated as well, obtain a hierarchy of component instances. 
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Figure 43: Component instances and system model 

 
For what regards the SafeCer component model support for contract modelling the reader can refer to 
section 3.1.1. 
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Appendix B. CHESS profile for contracts 

The CHESS profile for contracts introduces the <<Contract>> stereotype (extending the SysML 
ConstraintBlock entity). <<Contract>> aggregates two special kind of UML Constraint, the latter 
representing the assumption and guarantee of the contract. 
The profile does not impose any particular language to be used for the specification of the assume and 
guarantee contract’s properties (the CHESS tool support for the integration with the OCRA tools requires 
that the contract properties are expressed using the language supported by OCRA). 
 

 

Figure 44: CHESS profile for Contract 

 
In the CHESS profile for contract the type/instance dichotomy, available at component level, is applied to 
the concept of contract too. So a contract can be modelled in isolation, for instance as formalization of a 
given requirement, and then it can be instantiated (i.e. assigned) later for a given component; in this way 
the same contract can be reused and associated to different components. 
 
The association between a <<Contract>> and a component (the latter defined in UML) is obtained by 
adding a <<ContractProperty>> attribute typed with <<Contract>> to the component. 
 
The information about weak or strong of a given contract is provided when the contract is 
associated/instantiated to a given component, so through the <<ContractProperty>> stereotype; in this way 
the same contract can vary its weak or strong specification depending on the component where it is 
instantiated.  
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<<ContractProperty>>, through its RefinedBy attribute, allows to model the decomposition of contracts in 
the context of a component decomposition, as foreseen by the SafeCer component model; i.e. it can be 
used to model how a contract of a given component is decomposed into a set of contract associated to the 
child components. Given that <<ContractProperty>> represents an instance of a Contract, the 
decomposition is actually modelled for contract instances; this allow to model different decompositions for 
different instances of the same contract. 
 
Finally, <<ComponentInstance>> stereotype extends the concept of instance available in UML by adding 
the list of weak contracts (i.e. contracts instances) which actually hold for the given component instance. 
 


